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Abstract
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1. Introduction 3

1 Introduction53

On the 4th of July 2012, ATLAS and CMS collaborations announced the discovery of a new54

particle compatible with the Standard Model Higgs boson [1]. Since then, many efforts have55

been profused to better studies its properties.56

Currently, the most precise Higgs boson mass measurement has been done with CMS detector,57

combining H !gg and H ! ZZ⇤ ! 4` channels, Run 1 at 7 and 8 TeV, and 13 TeV 2016 data,58

corresponding to respectively 5, 20 and 36 fb�1: 125.38 ± 0.14(±0.11) GeV [2]. Latest ATLAS59

collaboration results have been obtained using Full Run 2 data, corresponding to an integrated60

luminosity of 139 fb�1, studying H ! ZZ⇤ ! 4` channel: 124.92+0.21
�0.20 [0.19(stat)+0.09

�0.06(syst)]GeV61

[3].62

Concerning the Higgs boson width, comparing on-shell and off-shell production, CMS was63

able to set for the first time a lower bound: 3.2+2.8
�2.2 MeV [4]. Looking only at the on-shell64

production, the width is constrained to be GH <1.10 GeV, at 95% CL [5], limited by mass reso-65

lution.66

This analysis note deals with the measurement of the Higgs boson mass and width (looking67

only at the on-shell production), in the H ! ZZ⇤ ! 4` decay channel, using 137 fb�1 pp colli-68

sion data collected at
p

s=13 TeV, with the CMS experiment at the LHC during 2016-2018.69
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2 Datasets70

This analysis uses the same data sets for data as in HIG-19-001. The full lists can be consulted71

in [6]. Simulated data sets for signal and background (same as [6]) are listed in Table 1, 2, 3.

Signal dataset name XS ⇥ BR [pb]
GluGluHToZZTo4L M125 13TeV powheg2 JHUGenV709 pythia8[1] 0.01333521

VBF HToZZTo4L M125 13TeV powheg2 JHUGenV709 pythia8[1] 0.001038159
WplusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUGenV709 pythia8[1] 0.000146235

WminusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUGenV709 pythia8[1] 0.0002305562
ZH HToZZ 4LFilter M125 13TeV powheg2-minlo-HZJ JHUGenV709 pythia8[1] 0.000662058

ttH HToZZ 4LFilter M125 13TeV powheg2 JHUGenV709 pythia8[1] 0.0003901903
Background dataset name XS ⇥ BR [pb]

ZZTo4L 13TeV powheg pythia8[1] 1.256
GluGluToContinToZZTo4e 13TeV MCFM701 pythia8[1] 0.00158549

GluGluToContinToZZTo4mu 13TeV MCFM701 pythia8[1] 0.00158549
GluGluToContinToZZTo4tau 13TeV MCFM701 pythia8[1] 0.00158549

GluGluToContinToZZTo2e2mu 13TeV MCFM701 pythia8[1] 0.00319142
GluGluToContinToZZTo2e2tau 13TeV MCFM701 pythia8[1] 0.00319142

GluGluToContinToZZTo2mu2tau 13TeV MCFM701 pythia8[1] 0.00319142

Table 1: 2016 samples.
[1]: ”RunIISummer16MiniAODv2-PUMoriond17 80X mcRun2 asymptotic 2016 TrancheIV v6”

72

Signal dataset name XS ⇥ BR [pb]
GluGluHToZZTo4L M125 13TeV powheg2 JHUGenV7011 pythia8[2] 0.01333521

VBF HToZZTo4L M125 13TeV powheg2 JHUGenV7011 pythia8[2] 0.001038159
WplusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUGenV7011 pythia8[2] 0.000146235

WminusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUGenV7011 pythia8[2] 0.0002305562
ZH HToZZ 4LFilter M125 13TeV powheg2-minlo-HZJ JHUGenV7011 pythia8[2] 0.000662058

ttH HToZZ 4LFilter M125 13TeV powheg2 JHUGenV7011 pythia8[2] 0.0003901903
Background dataset name XS imes BR [pb]

ZZTo4L 13TeV powheg pythia8[2] 1.256
GluGluToContinToZZTo4e 13TeV MCFM701 pythia8[2] 0.00158549

GluGluToContinToZZTo4mu 13TeV MCFM701 pythia8[2] 0.00158549
GluGluToContinToZZTo4tau 13TeV MCFM701 pythia8[2] 0.00158549

GluGluToContinToZZTo2e2mu 13TeV MCFM701 pythia8[2] 0.00319142
GluGluToContinToZZTo2e2tau 13TeV MCFM701 pythia8[2] 0.00319142

GluGluToContinToZZTo2mu2tau 13TeV MCFM701 pythia8[2] 0.00319142

Table 2: 2017 samples.
[2]: ”RunIIFall17MiniAODv2-PU2017 12Apr2018 94X mc2017 realistic v14”

3 Objects73

This analysis follows the same object definition as in HIG-19-001 for each year. The correspond-74

ing information about objection definitions and scale factor can be found in [6].75

This section will be filled when UL samples will be ready.76
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Signal dataset name XS imes BR [pb]
GluGluHToZZTo4L M125 13TeV powheg2 JHUGenV7011 pythia8[3] 0.01333521

VBF HToZZTo4L M125 13TeV powheg2 JHUGenV7011 pythia8[3] 0.001038159
WplusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUGenV7011 pythia8[3] 0.000146235

WminusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUGenV7011 pythia8[3] 0.0002305562
ZH HToZZ 4LFilter M125 13TeV powheg2-minlo-HZJ JHUGenV7011 pythia8[3] 0.000662058

ttH HToZZ 4LFilter M125 13TeV powheg2 JHUGenV7011 pythia8[3] 0.0003901903
Background dataset name XS imes BR [pb]

ZZTo4L TuneCP5 13TeV powheg pythia8[3] 1.256
GluGluToContinToZZTo4e 13TeV MCFM701 pythia8[3] 0.00158549

GluGluToContinToZZTo4mu 13TeV MCFM701 pythia8[3] 0.00158549
GluGluToContinToZZTo4tau 13TeV MCFM701 pythia8[3] 0.00158549

GluGluToContinToZZTo2e2mu 13TeV MCFM701 pythia8[3] 0.00319142
GluGluToContinToZZTo2e2tau 13TeV MCFM701 pythia8[3] 0.00319142

GluGluToContinToZZTo2mu2tau 13TeV MCFM701 pythia8[3] 0.00319142

Table 3: 2018 samples.
[3]: ”RunIIAutumn18MiniAOD-102X upgrade2018 realistic v15”

3.1 Electrons77

3.2 Muons78

3.3 Photons79

3.4 Jets and MET80

4 Event Selection81

Event selection follows the same step as in [6]: trigger selection, vertex selection, selection of the82

four leptons and finally selection of the ZZ candidate. In case that more than one ZZ candidate83

is found to fullfil the selection, the one with the highest value of Dkin
bkg is chosen.84

5 Signal modelling85

5.1 Signal normalization86

The normalization of the Higgs boson signal is obtained, from simulation, looking at the ex-87

pected signal yields in the range [105, 140] GeV, for five simulated mass points (120, 124, 125,88

126 and 130 GeV). A second order polynomial function is used to extract the dependence of89

the normalization from mH. Fits are performed separately for each production mode, for each90

decay channel and for each year. Examples of the fits can be observed in Figure 1, 2, 3
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Figure 1: Normalization fit in 2016, for different decay channels, as a function of mass, for ggH
on the left, VBF in the middle, WH on the right.
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Figure 2: Normalization fit in 2017, for different decay channels, as a function of mass, for ggH
on the left, VBF in the middle, ZH on the right.
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Figure 3: Normalization fit in 2018, for different decay channels, as a function of mass, for ggH
on the left, WH in the middle, ttH on the right.

5.2 Signal parametrization92

5.2.1 For mass measurement93

The signal lineshape is obtained from the fit of the Higgs boson mass distribution, in the range
[105, 140] GeV, using a double-sided Crystal Ball (DSCB) function. Fit parameters are derived
as a function of mass, using a second order polynomial:

paramDSCB = a + b (mH � 125) + c (mH � 125)2

The initial value for the parameters (a value) is obtained from the fit of the 125 GeV sample;94

the first and second order term instead (b and c values) are obtained from a simultaneous fit of95

various mass points (120, 124, 126, 130 GeV), including 125 GeV sample.96

The fit is performed separately, for each production mode, for each decay channel, in each year.97

To take into account the ”non resonant” contribution in the case of VH production mode, the98

DSCB is convoluted with a Landau function that describes the possibility for a lepton from the99

Higgs boson decay to be lost or not selected.100

Examples of the fit procedures are shown in Figure 4, 5, 6 for 125 GeV sample, and in Figure 7,101

8, 9, 10, 11 and 12, for the simultaneous fits.
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Figure 4: 125 GeV fit in 2016: 2e2µ ggF on the left, 4e VBF on the right.
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Figure 5: 125 GeV fit in 2017: 4e ggF on the left, 4µ WH on the right.
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Figure 6: 125 GeV fit in 2018: 4µ ggF on the left, 2e2µ ttH on the right.
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Figure 7: Simultaneous fit for ggH production mode, in 2016, for different mass points, in 2e2µ
final state.



8

105 110 115 120 125 130 135 140
)2Mass (GeV/c

0

0.005

0.01

0.015

0.02

0.025

0.03

Ev
en

ts
 / 

( 0
.3

5 
)

cat_signal_120

105 110 115 120 125 130 135 140
)2Mass (GeV/c

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

Ev
en

ts
 / 

( 0
.3

5 
)

cat_signal_124

105 110 115 120 125 130 135 140
)2Mass (GeV/c

0

0.01

0.02

0.03

0.04

0.05

Ev
en

ts
 / 

( 0
.3

5 
)

cat_signal_125

105 110 115 120 125 130 135 140
)2Mass (GeV/c

0

0.01

0.02

0.03

0.04

0.05

Ev
en

ts
 / 

( 0
.3

5 
)

cat_signal_126

105 110 115 120 125 130 135 140
)2Mass (GeV/c

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Ev
en

ts
 / 

( 0
.3

5 
)

cat_signal_130

Figure 8: Simultaneous fit for VBF production mode, in 2016, for different mass points, in 4e
final state.
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Figure 9: Simultaneous fit for ggH production mode, in 2017, for different mass points, in 4e
final state.
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Figure 10: Simultaneous fit for WH production mode, in 2017, for different mass points, in 4µ
final state.
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Figure 11: Simultaneous fit for ggH production mode, in 2018, for different mass points, in 4µ
final state.
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Figure 12: Simultaneous fit for ggH production mode, in 2018, for different mass points, in
2e2µ final state.

5.2.2 For on-shell width measurement103

For on-shell width measurement, the signal lineshape has been obtained from the fit of the 125104

GeV ggF sample in the three different final states. Examples of the fit procedures are shown in105

Figure 13, 14, 15.

Figure 13: Signal lineshape for 2016: 4µ on left, 4e in the middle, 2e2µ on right.

Figure 14: Signal lineshape for 2017: 4µ on left, 4e in the middle, 2e2µ on right.

106

6 Expected mH uncertainties using a 1D pdf107

This section will present the expected result on the Higgs boson mass measurement in case of108

perfect background rejection (no-bkg) and neglecting systematic uncertainties (no-syst).109

110
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Figure 15: Signal lineshape for 2018: 4µ on left, 4e in the middle, 2e2µ on right.

6.1 Building the 1D pdf111

Higgs boson mass measurement is firstly extracted from a one-dimnetional likelihood function112

L(m4`|mH), where mH is fixed to the value of 125 GeV. The model and the normalisation used113

for the signal are described in 5.1.114

6.2 Expected mH measurement uncertainties (MC)115

The expected mH measurement uncertainty, split for different final state, is reported in Table 4.116

Expected uncertainty 4µ 4e 2e2µ 2µ2e inclusive Stat only
1D model - - - - - -

Table 4: Higgs boson mass uncertainty measured with 1D model. All mass values are given
in GeV. The uncertainties are the total statistical plus systematic uncertainty, unless otherwise
stated.

117

7 Expected mH uncertainties using a 2D pdf118

7.1 Event-by-event mass uncertainty: Dm4`
119

7.1.1 Motivation120

Individual lepton uncertainty on momentum measurement can be predicted on a per-lepton
basis. In the case of muons, the full error matrix is obtained using muon track fit; for the
electrons, instead, the momentum error is estimated from the combination of the ECAL and
tracker measurement, neglecting the uncertainty on the track direction from the GSF fit.
The uncertainty on the kinematics at the per-lepton level is then propagated to the four-lepton
case to predict the mass error on an event-by-event basis, using the following approach.
Each dmi, corresponding to individual lepton momentum variation, is calculated separately
and then the measured resolution on the invariant mass of the four leptons is taken as the
quadrature sum of the four individual dmi:

m0 = F(pT1, f1, h1; pT2, f2, h2; pT3, f3, h3; pT4, f4, h4)

dmi = F(...; pTi + dpTi, fi, hi; ...)� m0

dm =
q

dm2
1 + dm2

2 + dm2
3 + dm2

4

Figure 16 shows full error matrix (h, dpT/pT) for muons and electrons.121
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Figure 16: Scatter plot of the relative lepton pT error vs h for muons (left), ECAL driven elec-
trons (middle) and tracker driven electrons (right).
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Starting from these distributions, corrections to momentum uncertainty are derived for muons122

in several mutual |h| bins, and for tracker and ECAL driven electron in bins of dpT/pT vs |h|.123

The scatter plots dpT/pT vs pT are shown in Figure 17, 18 and 19.
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Figure 17: Scatter plot of the relative lepton pT error vs pT for muons, in different |h| regions.

124

7.1.2 Model and procedure to derive corrections125

To derive the corrections (l), the dilepton mass m`` is fitted twice with a Breit-Wigner (BW)126

convoluted with a Crystal Ball (CB), plus exponential function (EXP). In this model, the BW127
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Figure 18: Scatter plot of the relative lepton pT error vs pT for ECAL electrons, in different |h|
regions.
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Figure 19: Scatter plot of the relative lepton pT error vs pT for tracker electrons, in different |h|
regions.
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represents true mZ shape, the CB simulates the detector effect, and the EXP describes the back-128

ground. When deriving corrections, mean and sigma of Z’s BW shape have been set to PDG129

values (meanZ = 91.19 GeV, sZ = 2.49 GeV [7]). The fit is done in the mass range [60, 120] GeV,130

using only e+e� or µ+µ� pairs.131

The first fit is used to fix all the parameters of the functions but the s of the CB which is replaced132

in the second fit by l ⇥ dmZ
, where l is the floated parameter of the fit.133

The summary of l correction factors for electrons and muons is presented in Table 5.134

2016 2017 2018
MC Data MC Data MC Data

Muons
0 < |h| < 0.9 1.217 1.236 1.184 1.200 1.177 1.200

0.9 < |h| < 1.8 1.252 1.233 1.254 1.225 1.225 1.217
1.8 < |h| < 2.4 1.214 1.146 1.228 1.161 1.210 1.145

ECAL electrons
0 < |h| < 0.8 and dpT/pT < 0.01 2.006 1.893 2.086 2.030 2.054 1.914

0 < |h| < 0.8 and 0.01 < dpT/pT < 0.015 1.590 1.575 1.698 1.680 1.701 1.635
0 < |h| < 0.8 and 0.015 < dpT/pT < 0.025 1.406 1.373 1.426 1.450 1.447 1.467

0 < |h| < 1 and 0.025 < dpT/pT < 1 1.517 1.531 1.481 1.521 1.560 1.569
1 < |h| < 2.5 and dpT/pT < 0.02 2.116 2.002 2.305 2.210 2.324 2.228

1 < |h| < 2.5 and 0.02 < dpT/pT < 0.03 1.645 1.623 1.815 1.795 1.787 1.759
1 < |h| < 2.5 and 0.03 < dpT/pT < 0.04 1.472 1.489 1.568 1.560 1.468 1.509
1 < |h| < 2.5 and 0.04 < dpT/pT < 0.06 1.374 1.448 1.414 1.606 1.378 1.477

0.8 < |h| < 1 and dpT/pT < 0.025 1.149 1.203 1.196 1.241 1.180 1.286
1 < |h| < 2.5 and 0.06 < dpT/pT < 1 1.099 1.221 1.171 1.331 1.123 1.272

tracker electrons
0 < |h| < 1.44 1.619 1.872 2.382 2.115 2.120 1.936

1.44 < |h| < 1.6 6.452 5.900 6.572 7.056 5.613 5.524
1.6 < |h| < 2 2.732 2.826 3.430 2.846 3.204 3.016
2 < |h| < 2.5 3.010 3.081 3.963 3.817 4.110 3.762

Table 5: pT error corrections for muons and electrons in different kinematic region. For each
year, MC is on the left, data on the right.

7.1.3 Validation of corrections (MC, data)135

A closure test is performed to validate correction derived for lepton pT error.136

First, events are divided according to different predicted dmZ/mZ ranges before corection.137

Then, in each bin, the dilepton mass distribution is fitted using a BW convoluted with CB138

plus exponential function, to get dm f it
Z (measured mZ resolution). Finally the average predicted139

dmZ is calculated in each dmZ/mZ bin before and after the correction factor for lepton pT error140

is applied (predicted mZ resolution).141

In the closure plot, it is expected to see dmZ gets closer to dm f it
Z after correction, and the points142

should stay in a band which is 20% around diagonal line, which is the uncertainty assigned to143

the resolution in the previous analysis [5]. This closure test is shown in Figure 20 for muons144

and in Figure 21 for electrons. A further check has been also performed, looking at the closure145

test of the predicted four lepton mass resolution compared to the fitted four lepton mass reso-146

lution using ggF signal MC samples once the corrections derived using Z events are applied.147
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After applying correction, measured m4l resolution gets closer to the prediction. This closure148

test is shown for three different final states in Figure 22.

(a) MC

(b) Data

Figure 20: Validation of the per-event mass uncertainties from Z events in MC (top) and Data
(bottom) in dimuon channel in 2016 (left), 2017 (middle) and 2018 (right). 20% reference band
is also shown.

149

7.2 Result using 2D model150

The mass error uncertainty evaluated in 7.1 is combined with the four-lepton mass to built a151

two-dimentional likelihood function, L(m4`, Dm4`
|mH), where again mH is fixed to the value of152

125 GeV.153

The expected mH measurement uncertainty, in case of no-bkg and no-syst, split for different154

final state, is reported in Table 6, compared with 1D result.155

8 Expected mH uncertainties using a 2D pdf with pT improvements.156

8.1 New muon reconstruction improvements157

This section will describe new approaches developed to improvement muon reconstruction.
Perfect reconstruction of a muon track would show the track intersecting the vertex from
which the muon came. However, track reconstruction is imperfect causing a muon pT mis-
measurement. Thus muon tracks will have a non-zero offset relative to the originating vertex.
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(a) MC

(b) Data

Figure 21: Validation of the per-event mass uncertainties from Z events in MC (top) and Data
(bottom) in dielectron channel in 2016 (left), 2017 (middle) and 2018 (right). 20% reference band
is also shown.
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(a) 4µ

(b) 4e

(c) 2e2µ

Figure 22: Validation of the per-event mass uncertainties from events in ggF to 4 lepton channel,
in MC, for three different final states (4µ on top, 4e in the middle and 2e2µ on bottom), for three
years (2016 on the left, 2017 in the middle, 2018 on the right). 20% reference band is also shown.
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Expected uncertainty 4µ 4e 2e2µ 2µ2e inclusive Stat only
1D model - - - - - -
2D model - - - - - -

relative improvement - - - - - -

Table 6: Higgs boson mass uncertainty measured with 1D and 2D model. All mass values
are given in GeV. The uncertainties are the total statistical plus systematic uncertainty, unless
otherwise stated.

This offset is called the transverse impact parameter (d0) and is defined as

d0 ⌘ �xv sin f + yv cos f, (1)

where (xv, yv) are the coordinates of the point of closest approach (PCA) along the reconstructed158

track relative to some reference point (RP), and f is the azimuthal angle in the transverse plane159

measured relative to the x-axis (Fig. 23, left).

Figure 23: (Left) The coordinates used to define d0. (Right) A mis-measurement of a hit along
a muon track can change the curvature of the track, which in turn affects the measured pT and
d0.

160

8.1.1 Beam spot description161

This section will describe the beam spot in data and in MC, looking also the stability during162

run and LHC fill of its position, error and width.163

8.1.2 Vertex and beam spot constraint164

Section to be filled with results obtained imposing a constraint on the leptons track to a com-165

mon vertex compatible with the beam spot (in the future, VX+BS).166

8.1.3 Ad hoc d0 corrections167

In this study, the RP is taken to be the beam spot (BS).168

169

An imperfectly reconstructed track can yield a d0 and a shift in the curvature of the track.
Changing the track curvature creates a difference between the true pT and the reconstructed pT.
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This motivates a correlation between d0 and pT mis-measurement (Fig. 23, Right). Knowledge
of such a correlation can allow for muon pT correction and, hence, improved measurement
precision such as a decrease in the resolution of m2µ and m4µ distributions.
Eqn. 1 shows that the impact parameter is a signed distance. The sign of d0 is by itself not
illuminating; however, taking the product with the muon charge (qd0) uniquely determines the
location of the RP relative to the circular muon trajectory (A.1):

RP =

(
inside of circle, if qd0 > 0
outside of circle, if qd0 < 0.

Thus the quantity qd0 is used in this studies.
Muons from Drell-Yan (qq̄ ! Z/g⇤ ! 2µ) and J/y events (J/y ! 2µ) were organized into
approximately 1800 bins of [|h|, pT, qd0]. First, muons are split into 13 h bins of approximately
equal Dh within the barrel, overlap, and endcap regions. The bin edges used are:

|h| : [0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.25, 1.5, 1.75, 2.0, 2.1, 2.2, 2.3, 2.4]

Next, each |h| bin is split into 12 pT bins:

pT : [5, 7, 10, 14, 20, 27, 38, 50, 75, 100, 150, 200, 1000] GeV.

Each [|h|, pT ] bin is referred to as a “square”. Finally each square is split into a variable num-170

ber of qd0 bins, depending on the number of muons in the square. This 3-D bin of (|h|, pT, qd0)171

is referred to as a “cube”. Both of these binning methods allow muons to be approximately172

evenly divided across (|h|, pT) phase space.173

174

Note on qd0 binning: The muons in a given square are sorted according to increasing qd0.175

Next, the qd0 bin edges are recorded which divide this set of muons into 12 equal-entry bins. If176

at least N muons are found in each equal-entry cube, then these are the final 12 qd0 bin edges for177

this particular square. If there are fewer than N muons in each cube, the qd0 axis is instead split178

into 11 equal-entry bins. Then if N muons are found per cube, the qd0 bin edges are recorded.179

Otherwise the procedure is repeated, decreasing the number of equal-entry bins by 1, until ei-180

ther N muons per cube are found or the qd0 axis is split into a minimum of 2 equal-entry bins.181

For this analysis N was chosen to be 3000 to ensure sufficient statistics in each cube.182

183

The goal is to check for any correlation between pT mis-measurement and qd0 in the finely-
divided phase space. The pT mis-measurement is defined as

pT mis-measurement ⌘
preco

T � pgen
T

pgen
T

= DpT/pT

and a DpT/pT distribution is made for each cube. The Gaussian mean (µGaus) of the core of
the distribution is extracted using an iterative Gaussian fit technique: this consists in fitting the
distribution in a recursive way updating the window fit according to s and µ of the previous
fit. An example of such a distribution and its corresponding fits are shown in Fig. 24. The best-
fit µGaus values for each cube are then plotted versus the unbinned average qd0 of the same
cube. The correlation between µGaus(DpT/pT) and qd0 is observed for all (|h|, pT) squares and
is approximately linear (Fig. 25). A pair of best-fit parameters (a, b) are extracted from a linear
fit for each square:

DpT/pT = a + b · avg(qd0).
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Figure 24: A DpT/pT distribution made from one of the approximately 1800 “cubes”. For this
histogram, muons from J/y and DY samples pass 2.1 < |h| < 2.2, 27 < pT < 38 GeV, and
�0.0016 < qd0 < �0.0011 cm. Iterative Gaussian fits are performed to extract the converged
µGaus of the core of the distribution.

The fit parameters can then be used to correct muon pT based on the kinematical properties of
the muon (|h|, pT, q, d0). To obtain the corrected pT (pcorr

T ), simply shift the reconstructed pT
(preco

T ) by the predicted amount:
pcorr

T = preco
T � DpT.

As an example, the best-fit results for 0.0 < |h| < 0.2 and all pT bins are shown in Fig. 25. The184

graphs for all |h| bins are shown in A.2.185

Distributions of DpT/pT, m2µ, and m4µ were made using 2017 and 2018 MC samples before any186

pT corrections were applied. Then pT corrections were applied on a per muon basis and the187

distributions were remade. Details of the fits of each distribution and the improvement of s188

from each distribution were as follows:189

• DpT/pT distributions:190

Muons from J/y and DY samples were sorted into all 156 (|h|, pT) squares and191

DpT/pT distributions were made in each. Six iterative Gaussian fits were performed192

per square to extract the best-fit sGaus before and after pT correction. Fig. 26 shows193

examples of two such distributions and fits for 2018 MC. Improvements in the sGaus194

for all squares for 2017 and 2018 MC are shown in Fig 27.195

• m2µ distributions:196

DY events with 60 < m2µ < 120 GeV were used to form m2µ distributions for 2017197

and 2018 MC. A Breit-Wigner function convoluted with a Crystal Ball (CB) function198

is used to fit the m2µ signal line shape while an exponential function is added to199

describe the interferring non-resonant background. The fit is performed on a binned200

distribution and the sCB is extracted. The pT of the muons is corrected and the dis-201

tribution is refit to get scorr
CB . The improvement in sCB is 4.6% for 2017 (Fig. 28, left)202

and 7.6% for 2018 (Fig. 28, right).203

• m4µ distributions:204

Distributions of m4µ are made using 2017 and 2018 gluon-gluon fusion (ggH) MC205

samples. Events were required to pass 105 < m4µ < 140 GeV. An unbinned DSCB fit206
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Figure 25: A graph of µGaus(DpT/pT) vs. avg(qd0) in a single |h| bin (0.0 < |h| < 0.2) for 2018
MC. Each line uses data from a single pT bin. The best-fit parameters are shown in the legend
and used to correct muon pT.

Figure 26: A DpT/pT distribution is made for each of the 156 (|h|, pT) squares using muons
before (blue) and after (red) pT corrections. The two example plots shown here use muons
from 2018 samples and show sGaus improvements of 11.8% in a narrow section of the barrel
(left) and overlap/endcap (right).
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Figure 27: Tables showing the percent improvement in iterated Gaus. fit sGaus (DpT/pT) for
each (|h|, pT) square by applying ad hoc pT corrections to muons from DY and J/y samples for
2017 (left) and 2018 (right) MC.

Figure 28: Distributions of m2µ before (black line) and after (green line) muon pT correction.
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was performed on the m4µ distribution and the sDSCB was extracted. After correcting207

muon pT, remaking, and refitting the distributions, a 4.3% improvement in sDSCB208

was obtained for 2017 MC (Fig. 29, left) and 6.1% improvement for 2018 MC (Fig. 29,209

right).

Figure 29: Distributions of m4µ before (black line) and after (green line) muon pT correction.
210

8.1.4 Toy model study211

This section will describe the theoretical improvement that can be gained, with a constraint to212

the beam spot, during muon reconstruction.213

8.1.5 Refitted pT with constraint214

Section to be filled.215

8.1.6 Validation216

Section to be filled.217

8.1.7 Expected mH measurement uncertainties and relative improvements218

This section will describe how the mass uncertainty will improve with new muon reconstruc-219

tion.220

221

The new four-lepton mass (mVX+BS
4` ) and the new mass error uncertainty (DVX+BS

m4`
) are used to222

rebuilt the 2D likelihood function, L(mVX+BS
4` , DVX+BS

m4`
)|mH). The expected mH measurement223

uncertainty, in case of no-bkg and no-syst, split for different final state, is reported in Table 7,224

compared with 1D result.

Expected uncertainty 4µ 4e 2e2µ 2µ2e inclusive Stat only
2D model with muon refit - - - - - -

2D model - - - - - -
relative improvement - - - - - -

Table 7: Higgs boson mass uncertainty measured with 2D model, with and without new muon
reconstruction. All mass values are given in GeV. The uncertainties are the total statistical plus
systematic uncertainty, unless otherwise stated.

225
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8.2 Refitting muon and electron pT with a Z1-mass constraint226

8.2.1 Z1-mass line shape227

In order to improve the four lepton invariant mass resolution, a kinematic fit is also performed
using a mass constraint on the intermediate on-shell Z resonance, using an approach similar
to the one described in [8]. The basic idea is to re-evaluate pT of two leptons forming the Z
bosons of the Higgs candidate, with a constraint on the reconstructed Z mass to follow the
Z boson true lineshape. For a 125 GeV Higgs, the selected Z1 is mostly on-shell, while mZ2
distribution is broad and the spread is much bigger than detector resolution. When considering
mass measurment of 125 GeV Higgs, expected gain in resolution comes from refitting Z1. The
likelihood to be maximized can be written as:

L(p1
T, p2

T|preco1
T , sp1

T, preco2
T , sp2

T) = Gauss(preco1
T |p1

T, sp1
T) ·Gauss(preco2

T |p2
T, sp2

T) · L(m12|mZ, mH)

where preco1,2
T are the reconstructed transverse momentum of the two leptons forming the Z1,228

sp1,2
T

are the per lepton resolution (uncertainty on pT measurement, corrected using method de-229

scribed in 7.1), p1,2
T are the observables under optimisation, m12 is the invariant mass calculated230

from p1
T and p2

T. L(m12|mZ, mH) is the likelihood, given the true lineshape of mZ1
.231

For each event, the likelihood is maximized and pT information of the refitted leptons are up-232

dated. A comparison between measured sm4`
and prediction after refitting, following same233

procedure as described in 7.1.3, is performed. Figure 30 shows the closure test after refitting234

procedure.235

8.2.2 Refitted pT with constraints236

This section will be filled with the description of the Z1 constraint procedure in case of new237

muon reconstruction.238

8.2.3 Validation239

Section to be filled.240

8.3 Expected mH measurement uncertainties (MC) and relative improvements241

The new four-lepton mass (m0
4`) and the new mass error uncertainty (D0

m), obtained after the242

constraint of the on-shell Z boson, are used to rebuilt the 2D likelihood function, L(m0
4`, D0

m)|mH).243

The expected mH measurement uncertainty, in case of no-bkg and no-syst, split for different fi-244

nal state, is reported in Table 8, compared with 2D result.

Expected uncertainty 4µ 4e 2e2µ 2µ2e inclusive Stat only
2D model with Z1 constraint - - - - - -

2D model - - - - - -
relative improvement - - - - - -

Table 8: Higgs boson mass uncertainty measured with 2D model, with and without the Z1
constraint. All mass values are given in GeV. The uncertainties are the total statistical plus
systematic uncertainty, unless otherwise stated.

245

Next step will be to taken into account also the new muon reconstruction. Final 2D model246

(L(m0 VX+BS
4` , D0 VX+BS

m |mH)) results are shown in Table 9, compared with previous result.247
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(a) 2016

(b) 2017

(c) 2018

Figure 30: Closure test after Z1 constraint, for different final states of mH = 125GeV MC sample.
4µ on the left, 4e in the middle and 2e2µ on the right.
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Expected uncertainty 4µ 4e 2e2µ 2µ2e inclusive Stat only
2D model (with Z1 and muon refit) - - - - - -

2D model (with Z1) - - - - - -
relative improvement - - - - - -

Table 9: Higgs boson mass uncertainty measured with 2D model, with and without the new
muon reconstruction. All mass values are given in GeV. The uncertainties are the total statisti-
cal plus systematic uncertainty, unless otherwise stated.

9 Matrix Element-based Kinematic Discriminant (Dkin
bkg)248

The Dkin
bkg is the third variable that is used to extract Higgs boson mass result. It is a discriminant249

sensitive to gg/qq̄ ! 4` kinematics: more info in [6].250

9.1 Dkin
bkg with new muon reconstruction251

This section will show the possible impact of the new muon reconstruction on the Dkin
bkg.252

10 Background Estimation253

10.1 Irreducible background254

10.1.1 ggZZ background255

Following prescription of [6], the gg ! ZZ background is re-weighted with a k factor to reach256

NNLO precision.257

10.1.2 qqZZ background258

The qq ! ZZ background is generated at NLO and then scaled to NNLO with a NNLO/NLO259

k-factors, as a function of m(ZZ). Additional NLO electroweak corrections which depend on the260

initial state quark flavor and kinematics are also applied to this process in the region m(ZZ) >261

2m(Z), where the corrections have been computed. For more detalis and plots, see [6].262

10.2 Reducible background263

10.2.1 General Methodology264

The reducible background contribution, hereafter called Z+X, is currently obtained, for 2017265

and 2018, scaling according to the luminosity the shape of the Z+X contribution evaluated in266

[5] for 2016.267

This background will evaluated properly, following next steps.268
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10.2.2 Tight-to-loose lepton rates269

10.2.3 3P1F and 2P2F control regions270

10.2.4 Predictions271

10.2.5 Validation using wrong-flavour-wrong-charge control sample272

11 Yields and distributions273

11.1 Yields274

The number of observed events together with the expected yields for signal and background,275

after the full selection, are reported in Table 10, for the mass range of interest, 105 < m4` < 140276

GeV.277

channel 4µ 4e 2e2µ+2µ2e inclusive
qqZZ - - - 223.79
ggZZ - - - 22.50
Z+X - - - 136.84

Sum of background - - - 383.13
Signal (mH = 125 GeV) - - - 243.38

Total expected - - - 626.51
Observed - - - -

Table 10: Yields.

11.2 Distributions278

The distributions of 4-lepton mass, 4-lepton mass error and Dkin
bkg are shown in Figure 31, for279

the inclusive final state, combining all channels.280

12 Expected mH uncertainties using a 3D pdf281

12.1 3D model: L(m4`, Dm4`
, Dkin

bkg)282

This section will described the three-dimentional likelihood function built with the 4-lepton283

mass, the mass uncertainty and the kinematical discriminant considering the new muon recon-284

struction and the Z1 constraint: L(m0 VX+BS
4` , D0 VX+BS

m4`
, Dkin

bkg|mH). The backgrounds described285

in 10 are considered (gg and qq̄ and the Z+jets). Expected results (in GeV) are summarised in286

Table 11.

Expected uncertainty 4µ 4e 2e2µ 2µ2e inclusive Stat only
3D model (with Z1 and muon refit) - - - - - -
2D model (with Z1 and muon refit) - - - - - -

relative improvement - - - - - -

Table 11: Best fit values for the mass of the Higgs boson measured in the 4` final states, with 3D
model. All values are given in GeV. The uncertainties are the total statistical plus systematic
uncertainty.

287
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Figure 31: Distribution of 4-lepton mass, 4-lepton mass error and Dkin
bkg, combining all final

states and all years.

12.2 Correlation studies288

This section will describe the studies about possible correlation building the 3D model.289

13 Systematic uncertainties290

The systematic uncertainties, taken into account to derive final results, are currently the same291

for all three years and their estimation is based on [5]. Only lepton momentum scale has been292

re-estimated for each year and it has been updated.293

Systematic will be evaluated properly.294

13.1 Uncertainty on lepton momentum scale and resolution295

Uncertainty in the lepton energy scale is the dominant source of systematic uncertainty in296

Higgs mass measurement.297

For muons, after applying the Rochester correction, it is important to evaluate the residual dis-298

agreement between data and simulation (non-closure uncertainty). Same for eletrons, where299

the non-closure uncertainty needs to be measured, after applying the scale-smearing correc-300

tion.301

Non-closure uncertainty in the Higgs boson mass measurement is determined by considering302

the Z ! `` mass distributions in data and simulation. Events are separated into categories303

based on the pT and h of one of the two leptons, and integrating over the other. The dilepton304

mass distributions are then fit with a BW convoluted with a DSCB function. The offsets in the305

measured peak position with respect to the nominal Z boson mass in data and simulation are306

extracted, and the results are shown in Figure 32.307
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For the non-closure uncertainty, this offset (called x) is propagated to each lepton, in simulated308

Higgs events, according its pT - h bin: pnew±
T = pold

T ⇤ (1 ± x). Then, the m4` is recalculated309

three times: nominal, scale up (considering pnew+

T ), scale down (pnew�
T ). Finally the no-closure310

uncertainty for m4` is determined by comparing fitted mass mean mnominal
4` with mscaleup

4` and311

mscaledown
4` , for each final state. The non-closure uncertainty is determined to be 0.02%, 0.08%312

across three years for the 4µ, 4e, respectively.313

Same procedure is used to propagate the uncertainties of the corrections in the electron case,314

using as offset the uncertainties provided by the eGamma POG. The uncertainty caused by315

scale-smearing correction is determined to be 0.4%, 0.7% and 0.3% for three years. These are316

summed in quadrature to the previous ones, obtaining 0.01% for 2016 and 2018 while 0.015%317

for 2017. For muon, uncertainty is 0.02% for all three years.318

319

The uncertainty in the 4-lepton mass resolution coming from the uncertainty in the per-lepton320

energy resolution is 20%, as described in [5].321

(a) muon

(b) electron

Figure 32: Lepton scale non-closure uncertianty for muons (top) and electrons (bottom): 2016
on the left, 2017 in the middle and 2018 on the right.

13.2 Lepton efficiency322

The uncertainty on the lepton identification and reconstruction efficiency ranges from 2.5-9%,323

depending on the final state considered.324
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13.3 Theory cross section325

Theoretical uncertainties which affect both signal and background estimation include uncer-326

tainties from the renormalization and factorization scale and choice of PDF set. An additional327

uncertainty of the 10% on the K factor used for the gg ! ZZ ! 4` prediction is applied.328

Table 12 summarises the systematic uncertainties used.329

A systematic uncertainty of 2% on the branching ratio of H ! ZZ⇤ ! 4` only affects the signal

Theory uncertainties
Name 2016 2017 2018

QCD scale ggH ±3.9%
QCD scale VBF +0.4/-0.3%
QCD scale WH +0.5/-0.7%
QCD scale ZH +3.8/-3.1%
QCD scale ttH +5.8/-9.2%
QCD scale ttH +5.8/-9.2%

QCD scale qqZZ +3.2/-4.2%
QCD scale ggZZ ±3.9%

PDF set gg ±3.2%
PDF set qq ±2.1%

Table 12: Summary of the systematic uncertainties.
330

yield is also considered.331

13.4 Luminosity332

The uncertainty on the integrated luminosity affects both signal and background. For the cur-333

rent results, this uncertainty is 2.6% for all three years.334

13.5 Data-driven samples335

Experimental uncertainties for the reducible background estimation, described in Section 10.2,336

vary between 36% (4µ) and 43% (4e).337

14 Higgs mass measurement results338

14.1 Final Results339

Final results, including the systematic uncertainties described in 13 are summarised in Table 13.340

These results are currently obtained using standard muon reconstruction - e.g. no vertex341

constraint neither ad-hoc correction.342

14.2 Dominant systematics343

Section to be filled.344

14.3 Comparison with older CMS and ATLAS results345

Section partially filled.346

347

The comparison of the newest results and the previous ones from CMS [5] is shown in Table 14.348
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Expected uncertainty 4µ 4e 2e2µ 2µ2e inclusive (Stat only)
3D model + refit - - - - -0.128/+0.127 -0.12/+0.12

3D model - - - - -0.136/+0.135 -0.129/+0.130
2D model - - - - -0.142/+0.141 -0.135/+0.136
1D model - - - - -0.161/+0.159 -0.155/+0.155

Table 13: Best fit values for the mass of the Higgs boson measured in the 4` finalstates, with 3D
model, with (top row) and without (bottom row) Z1 constraint. All mass values are given in
GeV. The uncertainties are the total statistical plus systematic uncertainty.

Expected uncertainty HIG-16-041 New
3D model + refit -0.257/+0.255 -0.128/+0.127

3D model -0.279/+0.278 -0.136/+0.135
2D model -0.289/+0.287 -0.142/+0.141
1D model -0.324/+0.321 -0.161/+0.159

Table 14: Best fit values for the mass of the Higgs boson measured in the 4` final states, with
3D model, with (top row) and without (bottom row) Z1 constraint. All mass values are given
in GeV. The uncertainties are the total statistical plus systematic uncertainty.

14.4 Validation using 4l decays349

Section to be filled.350

15 Higgs on-shell width measurement results351

Preliminary results are under investigations.352

15.1 Dominant systematics353

15.2 Comparison with older CMS and ATLAS results354

Previous expected CMS results (at 68% C.L.) was GH < 0.750 GeV355

16 Conclusions356

Higgs boson mass and on-shell width measurements have been presented. The analysis has357

been performed using Full Run 2 data collected by the CMS detector at LHC during 2016-2018,358

at a center-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 137 fb�1.359

Final expected results are: mH = 125+0.127
�0.128 [+0.12

�0.12(stat)] GeV and GH = XXX GeV.360
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A Ad hoc d0 studies384

A.1 The sign of qd0385

Consider a reconstructed muon track projected onto the xy plane, transverse to the beam pipe.386

If the muon was a prompt muon, then it truly originated from the primary vertex (PV). How-387

ever, due to inefficiencies in reconstructing the muon track, the best-fit track may not intersect388

the PV.389

Looking at Figure 33 (Left), the (very exaggerated) muon track is represented by the black390

circle. This track could either be a µ+ (blue arrowheads) travelling around clockwise, since the391

magnetic field points along the +ẑ direction, or it could represent the track of a µ� (orange392

arrowheads) travelling anticlockwise.393

It is convenient to define a few variables:394

• ~s = the field point vector which begins at the PV (the origin) and ends at the point-395

of-closest-approach (PCA) along the muon track.396

• fs = the azimuthal angle of~s as measured from the x-axis.397

• fµ± = the azimuthal angle of the ~pT,µ± , tangent to the track at the PCA, measured398

from the x-axis.399

Figure 33: (Left) The case in which the true primary vertex (PV) is outside the circular trajectory
of a muon. (Right) The opposite case in which the PV is inside the circular trajectory.

From Fig. 33 (Left) we see that:
fµ± = fs ± p/2. (2)

Using one possible definition of d0 and Equation 2 shows that the d0 for µ± which came from a
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PV outside the circle trajectory is:

dPV,outside
0,µ± = �x sin (fµ±) + y cos (fµ±)

= �x sin (fs ± p/2) + y cos (fs ± p/2)
= �x

⇥
sin (fs) cos (p/2)± sin (p/2) cos (fs)

⇤
+ y

⇥
cos (fs) cos (p/2)⌥ sin (fs) sin (p/2)

⇤

= �x[± cos (fs)] + y[⌥ sin (fs)]

= ⌥[x cos (fs) + y sin (fs)]

= ⌥
⇥
xx̂ + yŷ

⇤
·
⇥

cos(fs)x̂ + sin(fs)ŷ
⇤

= ⌥~s · ŝ
= ⌥|~s||ŝ| cos (0)

=) dPV,outside
0,µ± = ⌥|~s|. (3)

The case for the PV being inside the circle trajectory (Fig. 33, Right) simply leads to a sign change
in Eqn. 2:

fµ± = fs ⌥ p/2. (4)

Starting again from the definition of d0, but this time using Eqn. 4, ultimately gives:

=) dPV,inside
0,µ± = ±|~s|. (5)

Indeed we see that the magnitude of d0 is the transverse impact parameter (|~s|), as expected! The400

sign of d0, however, is not possible to interpret at this point: for a d0 > 0 could either mean401

a µ� coming from a PV outside the circlular trajectory or could mean a µ+ coming from a PV402

found inside the circle.403

Since the sign of d0 is not useful by itself, consider multiplying d0 by the charge of its corre-
sponding muon. We then see that Eqn. 3 becomes:

charge(µ±) · dPV,outside
0,µ± = ±1 ·⌥|~s|

= �|~s| < 0,

which is always negative. Similarly, Eqn. 5 gives the opposite result:

charge(µ±) · dPV,inside
0,µ± = +|~s| > 0,

which of course is always positive.404

Therefore, if we know the sign of the muon (say, negative) and the sign of its d0 (say, positive),405

then we can simply take the product (negative in this case) and infer that the PV must have406

been outside the muon trajectory!407

To summarize: it is the product of the charge and d0 that contains useful information about the
muon track.

PV =

(
inside of circle, if charge(µ±) · d0,µ± > 0
outside of circle, if charge(µ±) · d0,µ± < 0.
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A.2 Correlation between pT bias and qd0408

Figure 34: Graphs of DpT/pT vs. avg(qd0) for each |h| bin using 2017 MC. The |h| bin edges
shown above are: [0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.25, 1.5]. Each line uses data from a single pT bin.
The pT correction parameters for each (|h|, pT) bin are found in the legend.
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Figure 35: Graphs of DpT/pT vs. avg(qd0) for each |h| bin using 2017 MC. The |h| bin edges
shown above are: [1.5, 1.75, 2.0, 2.1, 2.2, 2.3, 2.4]. Each line uses data from a single pT bin. The
pT correction parameters for each (|h|, pT) bin are found in the legend.
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Figure 36: Graphs of DpT/pT vs. avg(qd0) for each |h| bin using 2018 MC. The |h| bin edges
shown above are: [0.0, 0.2, 0.4, 0.6, 0.8, 1.0, 1.25, 1.5]. Each line uses data from a single pT bin.
The pT correction parameters for each (|h|, pT) bin are found in the legend.
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Figure 37: Graphs of DpT/pT vs. avg(qd0) for each |h| bin using 2018 MC. The |h| bin edges
shown above are: [1.5, 1.75, 2.0, 2.1, 2.2, 2.3, 2.4]. Each line uses data from a single pT bin. The
pT correction parameters for each (|h|, pT) bin are found in the legend.
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B Impact of a vertex constraint409


