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Abstract

The electron identification algorithms and expected performances from a detailed Monte Carlo sim-
ulation are presented. The description of the selections and different optimization techniques are
discussed. The method to check the identification variable shapes from data is described. Dedicated
electron identification selections for not isolated, low pT and high energy electrons are shown.
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1 Introduction1

In physics analysis with multi-electron final states high identification efficiency is needed to enhance signal selec-2

tion, in particular at low ET where the background increases and the fake rate is much higher. The CMS detector3

has features that greatly impact on electron identification like the high magnetic field, a thick tracker and the lower4

ECAL response to pions with respect to electrons.5

At the LHC startup period we would like a robust and simple identification until we have data to verify and tune the6

selection criteria. For those reasons the selection should rely on the most predictable and stable electron variables.7

After that the starting point for a more efficient electron selection is to introduce a classification of the electrons.8

Electrons categories have been originally proposed for electron selection in [1] and the same categorization is still9

used for the best momentum determination in the electron reconstruction [2]. Subsequently a classification based10

only on the on the brem fraction measured from the ratio of the difference between the track momentum at the11

vertex (pin) and at the ECAL (pout) and E/p has been proposed in [3].12

Finally possible improvements using multivariate techniques and likelihood selection could be used later when the13

detector will be better understood [4].14

This note complements previous work and documents the performances of the electron identification based on full15

Monte Carlo simulation prior to first collision data. The presented performances have been obtained using CMSSW16

version 3. Samples of Z → e+e−, W → eν, QCD di-jet and γ-jet events are used to illustrate the performances on17

an isolated electron signal and background electrons. In Table 1 the details for the samples are collected.18

The note is organized as follow: in section 2, the identification algorithms and variables are described. The19

performances of the selections on isolated electrons are studied in section 3. Then, the description of the selections20

and different optimization techniques, based on real data are discussed in section 4.21

Possible improvements using multivariate techniques, variable and likelihood selection are presented in section 5.22

The method to check the identification variable shapes from data is described in section 6. Finally dedicated23

electron identification selections for not isolated, low pT and high energy electrons are presented respectively in24

sections 7, 8 and 9.25

Channel Dataset
Z → e+e− /Zee/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
W → eν /Wenu/Summer09-MC_31X_V3-v1/GEN-SIM-RECO

di-jet /QCD_EMEnriched_Pt20to30/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_EMEnriched_Pt30to80/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_EMEnriched_Pt80to170/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_BCtoE_Pt20to30/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_BCtoE_Pt30to80/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_BCtoE_Pt80to170/Summer09-MC_31X_V3-v1/GEN-SIM-RECO

photon-jet /PhotonJet_Pt15to20/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
photon-jet /PhotonJet_Pt20to30/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
photon-jet /PhotonJet_Pt30to50/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
photon-jet /PhotonJet_Pt50to80/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
photon-jet /PhotonJet_Pt80to120/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
photon-jet /PhotonJet_Pt120to170/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
photon-jet /PhotonJet_Pt170to300/Summer09-MC_31X_V3-v1/GEN-SIM-RECO

Table 1: List of the samples used to evaluate electron identification performance.

2 Algorithms and variables26

Electrons, for example from W and Z decay, can be distinguished from other particles due to their unique charac-27

teristics that are primarily measured in the ECAL and tracker. Ideally, the electron track would match well with28

the cluster of energy found the ECAL, both in position and momentum. The track would also emanate directly29

from the event vertex and be isolated from other tracks and calorimeter energy deposits.30

Electron identification makes use of a complete set of variables to distinguish between real electrons and back-31

ground electrons. Here we give only a brief description of the most used variables:32
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• Hadronic to electromagnetic energy ratio: H/E.33

• Energy-momentum matching variables between the energy of the super cluster or of the super cluster seed34

and the electron track measured momentum at the vertex or at the calorimeter: E/pin, Eseed/pin and35

Eseed/pout.36

• Geometrical matching between the electron track parameters at the vertex extrapolated to the super cluster37

and the measured super cluster position: ∆φin and∆ηin.38

• Calorimeter shower shape variables: the width of the ECAL cluster along the η direction computed for all39

the crystals in the 5×5 block of crystals centered on the highest energy crystal of the seed cluster, σiηiη
1)40

and the ratio of the energy sums over the 3×3 and 5×5 matrices centred on the highest energy crystal of the41

seed cluster,
∑

9 /
∑

2542

Considering the high photon conversion rates due to the material budget in front of ECAL some cuts are designed43

to reject electrons from conversion:44

• Impact Parameter: d0 of the electron track computed with respect to the reconstructed vertex.45

• Missing Hits: number of crossed layers without compatible hits in the back-propagation of the track to the46

beam-line.47

The performance of the electron identification depends of course on the degree of isolation imposed on the electron48

candidates. The most common isolation variables and their suggested cuts find a reference are:49

• Tracker Isolation: sum of pT of tracks with pT > 0.7 GeV/c and maximum distance to the vertex of 0.2 cm50

in a cone of 0.3 with an inner veto cone of 0.04,51

• ECAL Isolation: sum of energy of ECAL RecHits with a Jurassic footprint removal (Jurassic width 1.552

crystals) in a cone of 0.4 with veto cone of 3 crystals. A Rechit noise cut is also applied: 0.08 GeV (E) for53

barrel and 0.1 GeV (ET) in the endcap,54

• HCAL Isolation: sum of HCAL CaloTowers in a 0.4 cone with a 0.15 veto cone.55

The distribution of both the isolation variables and the variables to reject electrons from conversions are shown in56

Figure 1.57

2.1 Fixed Threshold Identification58

This kind of selection is aimed for early data taking. It has been designed to be as simple, efficient and robust as59

possible. No electron classification is involved here.60

Selection is performed with straight cuts on the following quantities: H/E,∆φin, ∆ηin and σiηiη .61

Fig. 2 and Fig. 3 show the distributions for the variable used in the selection separately for barrel and endcap.62

Signal and background distributions are normalized to unity to enhance the shape differences.63

2.2 Category Based Identification64

A more efficient electron selection is to introduce a classification of the electrons to group electrons with the similar65

characteristics together.66

The first electron categorization was introduced for optimal determination of the electron momentum and then67

it was also proposed to be used as basis of the electron identification [5]. This electron classification, initially68

proposed in [1], has been recently revisited [2]. The description of four, mutually exclusive, electron classes are69

reported in Appendix B70

1) Recently σ
SC
iηiη was introduced, it has the same definition of the default σiηiη variable but the sum is computed for all the

crystals belonging to the electron super cluster. Despite the higher rejection power this variable is probably more sensitive
to ECAL noise. On going studies are checking the actual benefit.
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Figure 1: Distribution of the isolation variables and variables to reject electron from conversion in the barrel:
(a) impact parameter, (b) number of missing hits, (c) Tracker Isolation, (d) ECAL Isolation, (e) HCAL Isolation.
Signal and background distributions are normalized to unity. Similar distributions with larger spread are obtained
for electrons in the endcaps.
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Figure 2: Distribution of the variables used in Fixed Threshold selection in the barrel: (a)∆ηin, (b)∆φin, (c) σiηiη,
(d) H/E. Signal and backgorund distributions are normalized to unity.
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Figure 3: Distribution of the variables used in Fixed Threshold selection in the endcap: (a) ∆ηin, (b) ∆φin, (c)
σiηiη, (d) H/E. Signal and backgorund distributions are normalized to unity.
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Figure 4: Class definition used in the Category Based Electron Identification. The class population is shown for
signal and background respectively in barrel (a)(b) and endcap (c)(d).

A classification driven by the considerations of separating out different regions of S/B and different background71

sources which have different signatures have been introduced in [3].72

Some electron tracks are measured to loose significant energy in the tracker material and thus are very unlikely to73

be from other particles that do not radiate like electrons. These electrons are particularly well identified if the track74

momentum and the ECAL energy match indicating that both are well measured. We can maintain high efficiency75

on these electrons by not applying cuts that are too tight. On the other hand some electrons do not radiate much76

energy in the inner parts of the tracker and are thus not well separated from normal charged particles that are77

plentiful. Since the thickness of the tracker material varies, these non-radiating electrons an important fraction of78

the best measured electrons. To reduce the background due to charged particles and overlaps, some tight cuts need79

to be placed on these electron candidates. One particularly important cut removes low E/pin candidates that likely80

come from charge pions or kaons. A large fraction of electrons also have a track that is mis-measured, primarily81

due to large energy loss in the tracker before three points on the track are measured. This category of electron82

might be faked by an overlap between a lower momentum charged particle and a high ET π0. To help reduce fakes83

yet keep reasonable efficiency, we need to place tighter track-ECAL matching cuts on this type of candidate.84

We distinguish these three categories of electrons:85

1. low-brem electrons: (0.9 < E/pin < 1.2 - fbrem < 0.12 (barrel), 0.82 < E/pin < 1.22 - fbrem < 0.286

(endcap)), fake-like region with high population from both real and fake electrons,87

2. bremming electrons: (0.9 < E/pin < 1.2 - fbrem > 0.12 (barrel), 0.82 < E/pin < 1.22 - fbrem > 0.288

(endcap)), electrons-like region with little contamination from fakes,89

3. bad track: (left regions), region with not many real electrons.90

Fig. 4 represents graphically the classes described above.91

We have tried to keep the number of categories small and to have all categories with a large number of good92

electrons so that the choice of cuts can be robust and can be made with low statistics in the early data, however,93

the large differences between the detectors in the barrel and endcap require us to set separate cuts for these two94

regions so there are six categories of electron candidates, three in the barrel and three in the endcap.95
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Figure 5: Selection efficiencies as a function of ET and η for Fixed Threshold selection ET > 30 GeV.

Cuts are applied on the following variables: H/E,∆ηin,∆φin, σSC
iηiη, Eseed/pin, d0 and on the missing hits number96

3 Performance of the methods97

In this section the performance of the different selection described above are shown. The performance of electron98

identification is estimated using simulated data by measuring the efficiency for the selection of prompt electrons99

and estimating the fake rate for background events.100

The efficiency on signal samples is defined as the ratio between the number of electrons selected by the electron101

identification and the number of reconstructed electrons, given that the reconstructed electrons matched to prompt102

electrons.103

The fake rate is reported in two ways: as efficiency of selecting a reconstructed electron in the background sample,104

or as the fraction of reconstructed SuperCluster belonging to a selected electron.105

3.1 Fixed Threshold Identification106

3.1.1 Signal Efficiency107

In the following the efficiency plots obtained with the Fixed Threshold Electron Id in W → eν events are shown.108

To compute the efficiency signal events are selected requiring electrons with ET > 30 GeV and matched to an109

HLT candidate (trigger “1ele15 egamma”). The Iterative Method, described in the next Section, which has been110

used to optimized this selection can provide several set of cuts corresponding to a MonteCarlo efficiency for signal111

events ranging from 90% to 65%, cut values are reported in Appendix A. As an example Fig. 5 shows the overall112

efficiency of the selection for different working points as a function of electron ET and η. Since these selections113

are primarly meant for W → eν analysis similar sets of cuts have been optimized for ET > 20 GeV which is114

more suitable for Z → e+e− analysis. Fig. 6 shows the overall efficiency for this alternative selection for different115

working points as a function of electron ET and η.116

3.1.2 Background Rejection117

The background sample used in the analysis is made of the samples described in Sec. 1. Fig. 7 shows the back-118

ground efficiency as a function of ETand η under the same conditions as the one described for the signal in the119

previous Section for ET > 30 GeV for several working points. Fig. 8 shows instead the background efficiency for120

the selection optimized with ET > 20 GeV for several working points.121
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Figure 6: Selection efficiencies as a function of ET and η for Fixed Threshold selection ET > 20 GeV.
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Figure 7: Selection efficiency on the background as a function of ET and η for Fixed Threshold selection ET >
30 GeV.
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Figure 8: Selection efficiency on the background as a function of ET and η for Fixed Threshold selection ET >
20 GeV.

3.2 Category Based Identification122

3.2.1 Signal Efficiency123

The selection efficiency for Category Based Electron ID was evaluated using sample of either Z → e+e− and124

W → eν events. In Fig. 9 it is shown the efficiency of the electron identification for different tightness. The125

different set of cuts presented here are obtained with the “Differential S/B method” that will be described in the126

next Section in detail and the cut values for “Loose” and “Tight” selections are reported in Appendix A.127

For electrons with ET of 30 GeV the efficiency in the barrel is greater than 97% for the “VeryLoose” while it is128

greater than 75% for the “Hyper Tight1”. In the two mentioned selections the efficiency reaches a plateau at 99%129

and 91% for electrons with ET > 40 GeV.130

The adopted optimization procedure tends to maximize the overall efficiency for the signal sample. In the endcap,131

where the background is higher, the procedure sets the cuts tighter than in the barrel and the resulting signal132

efficiency is lower.133

No relavant difference in the performance have been observed for electrons from W decays.134

3.2.2 Background Rejection135

In Fig. 10 the background rejection (fake rate) of the Category Based Electron Id is shown as the fraction of136

reconstructed SuperCluster belonging to a selected electron.137

It is important to notice that the QCD di-jet sample used in these studies has been pre-selected at generator level138

to enhance its electromangetic component. Such a filter contained a requirement for at least one electromagnetic139

cluster with energy above 20 GeV in the event hence underestimating the background fraction for ET < 20 GeV.140

Besides the listed background a Minimum Bias sample has been used to optimize correctly the cuts in this low141

energy range.142

In the barrel the estimated fake rate goes from 10−2 at 12 GeV to 10−1 for high energy electrons in the “Very-143

Loose” selection. It is largely reduced for “Hyper Tight1” selection: 5×10−3 at 12 GeV to a 5×10−2 for higher144

energy electrons. Roughly each intermediate level of selection provides almost a factor 2 rejection on the back-145

ground.146

Regarding the endcap it can be done a similar remark as the one done for the efficiency. Setting the cuts the overall147

efficiency has been maximized tightening the selection in the endcap where the background is higher. This results148

in a smaller fake rate in the endcap for each selection level.149
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Figure 9: Selection efficiencies as a function of ET and η for different selection tightness for Category Based
Electron ID in Z → e+e− events. The efficiencies are reported separately for barrel (a)(c) and endcap (b)(d).
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Figure 10: Background rejection quoted as the fraction of SuperCluster belonging to tag electro as a function of
ET and η for different selection tightness for Category Based Electron ID. The fake rate is reported separately for
barrel (a)(c) and endcap (b)(d).

10



Figure 11: Example of n-1 b/s distribution for σiηiη variable. The orizontal line correspond to the chosen b/s
value, the vertical one defines the cut value.

4 Optimization techniques150

4.1 Differential S/B method151

Rather than use a cut optimizer that can easily over-train on low statistics data, a simple procedure to set the cuts152

is used:153

• produce the “n-1” distributions for each cut variable, that is, distributions where all the cuts have been applied154

besides.155

• use a very safe procedure to fit a smooth curve to the background to signal ratio as a function of this one cut156

variable in question.157

• set the cut for this variable at a pre-specified value of b/s.158

• set cuts using the same b/s specification for all the cut variables and iterate a few times.159

In this way each cut is removing events with the same purity, that is the same signal to background ratio, thus160

the overall purity of accepted electrons is maximized for a given efficiency. This clearly means that cuts will be161

“tighter” in the bad-track category, than in the bremming-electron category, and tighter in the endcap than in the162

barrel.163

The Fig. 11 shows an example b/s distribution with the cut chosen for a particular b/s specification. It has been164

found that this procedure gives a stable result even for very low statistics signal and background samples.165

The result of this procedure to set the cuts clearly must depend on the signal and background samples chosen. For166

our baseline electron id cuts, we have used di-electrons with masses above 40 GeV/c2 which is dominated by the167

Z resonance as signal. For background we have used di-jet events. The cut selection is done at the single electron168

level. With this choice of signal and background, the background to signal ratio decreases rapidly with ET for ET169

less than about half the Z mass. Low ET electrons can dominate the fake rate if measures are not taken to deal170

with the ET dependence. At the same time, we want good efficiency and simply cutting out low ET electrons171

would be a bad choice. Therefore, the cuts are set in three ET regions, ET > 30 GeV, 20 < ET < 30 GeV172

and 12 < ET < 20 GeV. Electrons below 12 GeV ET are cut out for this identification primarily used to detect173

electrons from Z and W decay. We expect to have other dedicated sets of cuts for low ET electrons based on174

signals other than the Z. In addition to the ET bins, we scale the isolation cuts with ET to enable us to smoothly175

loosen the cuts as ET increases even within one of these ET bins.176
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Figure 12: Demonstration of the iterative technique with realistic signal and background samples for 10 pb−1

At this time, we have determined cuts for 9 different b/s values. Each level of cuts reduces the background rate by177

about a factor of 2, thus the cuts range from very high efficiency that might be useful in multilepton events, to very178

large background rejection that might be useful to detect single electrons.179

4.2 Iterative Method180

An alternative method, or algorithm, to tune cuts for electron selection has been investigated. It aims to provide, for181

any given tightness of selection, the optimal sharing of the cutting power (and efficiency loss) between the cutting182

variables, demanding that the cuts values are chosen, for any given overall background rejection, so that the overall183

efficiency is maximum. The details of the algorithm and its testing with Autumn08 (CMSSW 2.1) MC samples can184

be found in [6] (the software is available in /UserCode/EGamma/EGammaElectronAnalysis/Part3/). The algorithm185

has so far been used for tuning cuts on relatively small number of selection variables for the inclusive W and Z186

cross-section measurement analysis in the electron channel [7]. For this usage the barrel and endcap regions are187

taken as separate categories and isolation variables are treated as selection variables on the same footing as the188

other electron ID variables.189

The method requires 2 inputs: true electron candidates (“signal”), and fake electron candidates (“background”).190

These inputs can be pure, as can be obtained using MC truth, or contaminated, as will be the case for samples191

obtained from data. The algorithm was tested during the October 2009 exercise. For this test the following192

selection variables were used: σiηiη , HoE, ∆φin, ∆ηin, and the standard electron isolation variables (cone of 0.4)193

for ECAL, HCAL and track isolation. The results can conveniently be shown as a trajectory in the background194

rejection versus signal efficiency plane, where each point on the trajectory represents a set of selection cuts obtained195

by the algorithm.196

Figure 12 shows the results of a study performed on Summer09 MC samples taking electron candidates with197

pT > 30 GeV/c, and where the electron supercluster falls within the ECAL fiducial region (|η| < 2.5 and the198

transition region 1.4442 < |η| < 1.56 excluded). In this particular example the ∆φin cut has been constrained to199

be no smaller than 0.02. This was found appropriate in the W cross-section analysis, since tighter cuts on ∆φin200

result in an electron efficiency which varies too strongly with η. The performance of the selection without this201

constraint is slightly better in terms of signal efficiency versus background rejection.202

The axes of Fig. 12 refer to the useful background rejection (εsignal/εbackground) and εsignal that are measured203
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with pure Monte Carlo samples of W → eν as “signal” and QCD jet samples as “background”2). The blue line204

joining the points marked with open circles shows the series of optimized selection points that are obtained when205

the algorithm is run with pure W → eν and pure QCD jet samples as signal and background inputs.206

The other lines in Fig. 12 show what happens when realistic impure samples are used as input to the algorithm –207

although what is plotted at each point on the line is the background rejection and signal efficiency measured with208

pure Monte Carlo samples. For both lines the input background samples are single electron triggers with missing209

ET cut (E/T < 20 GeV/c2) and events containing a second electron candidate with ET > 20 GeV removed. This210

selects an adequately pure sample of background. Calorimetric E/T is used here, although it is worth mentioning211

that track corrected and particle flow E/T provide a cleaner separation of W → eν events from jet background212

events in simulated events reconstructed with CMSSW 3.213

The red line joining the points marked by solid triangles shows what happen when the input signal sample consists214

of single electron triggers with a missing ET cut (E/T > 30 GeV/c2). It can be seen that only when the selections215

have reached some level of tightness, thus cleaning the input signal sample, do we manage to obtain the same level216

of optimization as that obtained with the Monte Carlo pure samples. Once this is achieved, at a signal efficiency217

of about 80%, the selections obtained by the realistic impure input samples track those obtained with Monte Carlo218

pure samples extremely well. The black line joining the points marked with solid squares shows what happens219

when the input signal is a rather pure electron sample obtained using a tag and probe like technique to select220

electrons from Z decays. This line tracks the MC truth line rather closely.221

5 Multivariate techniques222

An alternative approach to the cut-based selection described above is the usage of a multivariate technique based223

on a likelihood algorithm combining several discriminating variables.224

The same electron classification discussed in Sec. 2.2 is used to improve the discriminating power of the algo-225

rithm. Since most of the jets mis-reconstructed as electrons are classified as showering, the big brem and narrow226

classes are poorly populated and this makes the modelling of the probability density functions (PDFs) for the two227

intermediate classes difficult. Gloden, big brem and narrow electrons are therefore merged in in a unique class,228

characterized by having a single cluster in the ECAL, which we define as non-showering.229

A set of 6 variables is used in the likelihood construction: H/E, σiηiη , ∆φin, ∆ηin, Eseed/pout and
∑

9 /
∑

25230

Probability Density Functions (PDFs) are constructed for each variable from control samples on data, as described231

in Sec. 6.232

The cross-correlation between these variables was checked to be small enough (at the percent level) both for signal233

and background. The variables are therefore combined to compute the likelihood Lk,c(ξ) for:234

• two particle hypotesis ξ = {e, jet},235

• 4 kinematic bins236

k = {(pT < 15GeV/c; barrel), (pT > 15GeV/c; barrel), (pT < 15GeV/c; endcap), (pT > 15GeV/c; endcap)},237

• 2 electron classes238

c = {non − showering, showering}:239

The likelihood function is defined as the product of the single variable PDF (Pk,c(x; ξ)):240

Lk,c(ξ) = Pk,c(Eseed/pout; ξ) · Pk,c(H/E; ξ) · Pk,c(∆ηin; ξ) ·

Pk,c(∆φin; ξ) · Pk,c(
∑

9

/
∑

25

; ξ) · Pk,c(σiηiη; ξ)· (1)

Weighting the individual likelihoods with their a priori probabilities pξ, we define the likelihood ratio as:241

r =
peL(e)

peL(e) + pjetL(jet)
(2)

Since the a priori probabilities depend on the trigger settings, and these are not yet defined, we set them all equal242

to 1, i.e. assuming no a priori knowledge.243

2) QCD heavy and light flavor dijets and γ+jets.
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6 Shapes from data244

Obtaining identification variables shapes using data, descriptions of shape extraction from data: selection used for245

Cut-based and Likelihood PDF, similar strategies for the signal (Tag&Probe like) but different for the background.246

6.1 Cut-Based Identification247

The identification and isolation variable shapes are checked using data. A set of pure signal electrons from248

Z → e+e− and background electrons from QCD di-jet events are extracted from data to measure all the distri-249

butions. Moreover, for every set of cuts (for example the “Loose” one) the distributions of electron identification250

(isolation) variables are checked by applying either only the electron isolation (identification) cuts or all the cuts251

except the one on the variable under study (N-1 plot). Data and MC are compared at all three of these levels to see252

what discrepancies are.253

6.1.1 Signal selection254

The goal is to select events with electrons from Z → e+e− decay with the littlest contamination of fake electrons255

from QCD or real electrons from either W → eν or (semi)leptonic t̄t decays. The selection stategy is Tag&Probe-256

like, with a tight selection on one electron (“Tag”) and no requirements on the second electron (“Probe”) in order257

to have an unbiased sample of electrons from Z decay. Events with two reconstructed electrons with SuperCluster258

transverse energy ESC
T greater than 20 GeV are selected. A cut on the missing transverse energy E/T < 30 GeV/c2

259

is applied to reject the fraction of W → eν events with a jet faking the second electron.260

Each electron is scanned for eligibility as a “Tag”, defined as a reconstructed electron with this properties:261

• is in ECAL fiducial region: |η| <1.4442 (barrel) or 1.560< |η| <2.5 (endcaps),262

• is associated to an HLT electron candidate which triggered the event,263

• passes the “SuperTight” identification and isolation cuts.264

For each “Tag” electron found in the event, the other electrons are labeled as “Probe” if the invariant mass of the265

Tag&Probe pair is compatible with the reconstructed Z mass value within 5 GeV/c2. There can be more than one266

“Probe” electrons per event, for example if both are “Tag” electrons satisfying the mass compatibility.267

The number of signal Z → e+e− events selected per 10 pb−1 is 3k while 70 are the background events, resulting268

in a S/B ratio of about 40. The statistics of “Probe” electrons with ESC
T > 20 GeV to study the electron id. and269

isolation distributions is 3.6k in the barrel and 1.5k in the endcaps.270

At start-up a looser identification selection will be applied to select the “Tag” electrons and a wider window around271

the Z mass central value will be opened when pairing “Tag” and “Probe” candidates.272

6.1.2 Background selection273

Background electrons are selected from QCD di-jet events requiring at least one jet reconstructed with the itera-274

tive cone algorithm with uncorrected transverse energy ET
uncorr exceeding 20 GeV. The highest-ET

uncorr jet is275

elected as “Tag” if its electromagnetic energy less than 90% of the total energy. A total of 13.2 millions events are276

selected per 10 pb−1 with 4.6k W → eν and 1.5k Z → e+e− decays.277

All the electrons found outside the jet cone (∆R ≥ 0.4) associated to an HLT electron candidate firing the trigger278

and passing a minimal identification set of cuts (the “VeryLoose” identification or isolation cuts) are labeled as279

“Probes” and form the set of background electrons. The background electrons with ESC
T > 20 GeV collected are280

211k in the barrel and 313k in the endcaps.281

282

As an example, the distributions of the electron variables used for electron identification are shown in Figures 13283

and 14 for the barrel only. The distributions that can be obtained from data are represented with points for both284

the signal and background selections. The histograms superimposed represent the distribution of electrons from285

Z → e+e− decay from the signal selection and fake electrons in QCD di-jet and γ+jet events from the background286

selection.287
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Figure 13: Electron identification variable distributions for signal and background electrons in ECAL barrel: ∆ηin
(a),∆φin (b), σiηiη (c), fbrem (d), H/E (e) and track transverse impact parameter. Distributions that can be obtained
from data are represented with points. The histograms are the distribution of Z → e+e− electrons from signal
selection and QCD di-jet and γ+jet fake electrons from background selection. Signal distributions are multiplied
by 100.

6.2 Likelihood PDFs288

In this section we discuss the extraction of the PDFs for the variables used in the likelihood algorithm from data,289

similarly to what was done in the previous section for the Cut-Based approach. The distributions as extracted290

from a pure Monte Carlo sample are compared with those extracted from a data-like sample after a background291

subtraction procedure.292

6.2.1 Signal selection293

Real electrons are selected with a Tag&Probe procedure similar to the one discussed in the previous section. Both294

the ‘Tag’ and the ‘Probe’ electrons are required to have transverse energy ESC
T greater than 5 GeV and to fall within295

the ECAL fiducial region. No further requirements are applied on the ‘Probe’ electron, while the ‘Tag’ electron296
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Figure 14: Electron isolation variable distributions for signal and background electrons in the ECAL barrel:
Tracker (a), ECAL (b) and HCAL (c). Distributions that can be obtained from data are represented with points.
The histograms are the distribution of Z → e+e− electrons from signal selection and QCD di-jet and γ+jet fake
electrons from background selection. Signal distributions are multiplied by 100.

is asked to be loosely identified and isolated. The loose isolation requirement is
∑

pT/pT
electron < 0.2, the sum297

running over the tracks in a cone of ∆R < 0.4 around the electron track. Offline reconstructed electrons are not298

required to match a HLT electron candidate. To have the largest electron sample, if the electron ‘Probe’ also fulfill299

the quality criteria for a ‘Tag’, the roles are inverted and the first electron is used as a ‘Probe’.300

For each ‘Tag’ electron found in the event, the ‘Probe’ electron bringing to the invariant mass closest to the Z mass301

is retained. A different approach is used here with respect to the Cut-Based analysis case. A loose selection is302

applied on the invariant mass of the Tag&Probe pair303

• 60 GeV/c2, 110 GeV/c2
304

We then apply a statistical background subtraction which makes use of the full Z lineshape extracted from data305

and we assign to any event the probability to be signal or background through a maximum likelihood fit to the306

di-electron invariant mass. The invariant mass for signal is modeled with a function defined as:307

f(x; m,σL,σR,αL,αR) = N × exp

[

−
(x − m)2

2σ2
L/R + αL/R(x − m)2

]

(3)

where the σL and αL (σR and αR) corresponds to resolution and tail parameters of the distribution for x−m < 0308

(x − m > 0). The QCD background is parameterized with a second order polynomial. The parameterization of309

the signal and the background components are shown in Fig. 15310

To apply our strategy on a sample similar to the one that is selected on data, we merge signal and background events311

to get 10 pb−1 equivalent data. We then perform an unbinned maximum likelihood fit to this dataset fixing the312

background shape to Monte Carlo, while leaving the signal lineshape floating as well as the signal and background313

yields. As output of the fit we get the signal and background yields, as well as the signal function parameters,314

consistent with the expected values. The fit to the data-like sample is shown in Fig. 16.315
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Figure 15: Distribution of the tag and probe electrons invariant mass for Z → e+e− events (left) and QCD events
(right). The result of the fit with the parameterization discussed in the text is superimposed.
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Figure 16: Distribution of the Tag&Probe electrons invariant mass for a data-like merged sample formed by
Z → e+e− and QCD events corresponding to an integrated luminosity of 10 pb−1. The result of the fit with
the parameterization discussed in the text is superimposed.

The value of the likelihood is then used to compute the signal sWeight [9], which is proportional to the proba-316

bility for that event of being signal. We form the distributions of electron identification variables weighting each317

event with its signal sWeight. We call these distributions sPlots. Properties of sWeight are that the resulting318

distributions are background subtracted with the correct normalization and correct uncertainties.319

The distributions of the variables used in the likelihood algorithm for electrons from Z → e+e− are shown in320

Figures 17 (barrel only). The distributions obtained from data after the background subtraction procedure described321

above (dots) are compared with references obtained from a pure Z → e+e− sample after the signal selection A very322

good agreement is obtained.323

6.2.2 Background selection324

Background electrons are selected from QCD di-jet events passing a jet HLT path. The highest transverse energy325

jet reconstructed with the SisCone [8] algorithm and falling in the pseudorapidity region |η|<2.5 is used as a ‘Tag’.326

The ‘Tag’ jet corrected transverse energy ET
corr is required to exceed 30 GeV/c. No selection is applied on the327

jet electromagnetic energy. Fake electrons reconstructed in the jet samples are used as ‘Probes’. Probe candidates328

are electrons reconstructed within the ECAL acceptance (|η| < 2.5) and have transverse energy ESC
T greater than329
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Figure 17: Electron identification variables distributions for signal electrons in the ECAL barrel: ∆ηin, ∆ϕin

, σiηiη , H/E, Eseed/pout,
∑

9 /
∑

25 Distributions that can be obtained from data are represented with points.
The histograms are the distribution of Z → e+e− electrons from signal selection. Showering and not showering
electrons are shown separately

5 GeV. If several Probe candidates are reconstructed the one with the largest distance in the transverse plane with330

respect to the tag is chosen.331

In order to reject events coming from Z → e+e− decays, if more than one electron is reconstructed in the event332

(the probe plus an additional one), the invariant mass of the two ones with the highetst pT is computed. If that333

is consistent with Z nominal mass (me+e− > 70 GeV/c2), the event is discarded. This request reduces the334

Z → e+e− contamination to a negligile level, and it is more efficient in vetoing Z’s than a requirement on probe-335

‘Tag’ invariant mass because of the poorer energy estimation for the tag jet with respect the electrons.336

In order not to select photons produced in association with jest as Probes, the Probe candidate is required to be not337

isolated both in ECAL and in the tracker:338
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•
∑

pT
tracks/pT

electron > 5,339

•
∑

ET
ECALhits/ET

electron > 2,340

considering a cone of∆R < 0.4 around the electron. With this requirement the number of photons plus jets events341

where the probe is the photon (which could give a electron-like ECAL cluster shape) is reduced to a negligible342

level. The surviving events, though not negligible, are the events where the fake electron come from the jet, so343

consistent with the QCD di-jet events. We use two kinematic variables to select the di-jet events, namely:344

• ∆φ, the opening angle between the Tag and the Probe in the transverse plane345

• the calorimetric missing transverse energy.346

As in the signal case, a statistical background subtraction is applied to assign to any event the sWeight performing347

a 2-dimensional maximum likelihood fit to the selected sample wih these variables. In the fit the selected γ+jets and348

QCD di-jets events are considered as signal. Given the small number of expected events the Z → e+e− contribution349

is neglected. Events from W → eν or (semi)leptonic t̄t decays are considered separately as backgrounds.350

The functional form in Eq.3 is used to parameterize the transverse missing energy for the signal and the two351

background species. ∆φ is parameterized with Eq.3 function for the signal, a second order polynomial for the352

W → eν background and a third order polynomial for t̄t. The parameterization of the signal and the background353

components for the two variables used in the fit are shown in Fig. 18354

We produce a Monte Carlo sample representative of 10 pb−1 of data after that the selection has been applied355

merging toghether the simulated events of the signal and background sources described before. On this data-like356

sample we perform an unbinned maximum likelihood fit, we compute the sWeight and we use this as an event357

weight to produce background subtracted distributions of the electron identification variables for the fake electrons.358

Figures 19show the distribution of the sPlots for fake electrons in the barrel only. As for the signal, the Figures359

above show a good agreement between the variables computed on a pure QCD di-jet sample and the ones obtained360

on data-like sample after the background selection is applied.361
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Figure 18: Distribution of the opening angle between the Tag and the Probe in the transverse plane (left) and the
missing transverse energy (right) for QCD and photon plust jets (top), t̄t (middle) and W → eν (bottom) events.
The result of the fit with the parameterizations discussed in the text is superimposed.
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Figure 19: Electron identification variables distributions for fake electrons from backgrounds in the ECAL barrel:
∆ηin, ∆φin , σiηiη, H/E, Eseed/pout,

∑

9 /
∑

25 Distributions that can be obtained from data are represented
with points. The histograms are the distribution for fake electrons reconstructed in QCD di-jets samples with the
background selection. Showering and not showering electrons are shown separately
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7 No isolated electrons362

Electrons in jets are mainly reconstructed and identified using a technique developed in the context of the particle-363

flow event reconstruction [10] [11].364

A dedicated particle-flow clustering algorithm has been developed which, thanks to the good ECAL granularity,365

is able to separate overlapping showers. Within a jet, it allows the energy deposits of the hadrons and from the366

electrons to be disentangled. However, it also means that the electron cluster and each of the Bremsstrahlung367

photon clusters will be often reconstructed separated, hence the need for a strategy to gather them together, as to368

compute the total energy deposit of the electron.369

In the particle flow, a GSF-track-driven Bremsstrahlung recovery strategy has been developed in order to collect370

the energy deposited in the ECAL and in the preshower by the emitted Bremsstrahlung photons. Starting from371

a GSF track, a tangent is extrapolated at each track measurements towards the ECAL in an attempt to mimic a372

Bremsstrahlung emission. A geometrical matching is then performed between the ECAL clusters and the extrapo-373

lated positions of the GSF track and each of the track tangents. The ECAL clusters associated to other KF tracks374

(charged hadrons) are discarded during this procedure.375

For a pseudo-rapidity |η| > 1.6 the recovered ECAL clusters are then geometrically matched also with preshower376

clusters. With this technique, it is possible to build a particle-flow supercluster (cluster of particle-flow clusters)377

that contains all the ECAL and preshower energy of the initial electron with a limited absorption of the jet energy.378

The most important observable for the electron-charged hadron discrimination is the energy matching between379

the track momentum and the ECAL. Using the particle-flow supercluster, three discriminating observables based380

on the energy matching can be built. These are Ee/pout (momentum-energy match for electron at the ECAL);381

Eγ(s)/(pin − pout) (Bremsstrahlung photon energy matches the change in track momentum); and Ee+Eγ(s)/pin382

(supercluster energy matches the initial momentum). Moreover two boolean observables EarlyBrem and LateBrem,383

correlated with a possible bias of the track-ECAL energy matching, are introduced. Indeed when a Bremsstrahlung384

photon emission occurs in the pixel detector, the pin is often underestimated with respect to the initial electron mo-385

mentum leading to the bias ETOT > pin. However, in such a case, an ECAL cluster is linked with one of the386

first three Bremsstrahlung track tangents and this information is stored in the (EarlyBrem) observable. Instead,387

when a Bremsstrahlung photon emissions occurs later in the tracker, the particle-flow clustering might not be able388

to disentangle the electron energy deposit from a late Bremsstrahlung emission leading to the bias Ee > pout.389

When it happens, the azimuthal position of the merged particle-flow cluster (electron and the late Bremsstrahlung390

contribution) will not be centered on the GSF track extrapolation in the ECAL surface but more towards one of the391

latest track tangents. If this happen this information is saved in the LateBrem observable.392

The Tracker and ECAL information is also used to match in pseudo-rapidity the ECAL cluster and the GSF track393

(ηGSF − ηCluster). Moreover, the lateral shower shape of the ECAL cluster associated to the electron is expected394

to be narrow as is typical for genuine electromagnetic showers. Because the Bremsstrahlung photon contribution395

enlarges the shower in the azimuthal direction, the σηη [1] variable has been chosen to measure the shower width396

only in the pseudo-rapidity direction. The HCAL information was used to compute the hadronic fraction, built397

from ratio of the HCAL energy (H) and the ECAL energy E of the clusters linked to the GSF track (H/(H+E)).398

Finally, pure tracking observables, both for the GSF and KF track, were considered. Pure tracking observables399

are important especially when the particle-flow supercluster absorbs energy from the neutral particles of the jet,400

leading to a mismatch of the Tracker and ECAL observables or when an electron goes in one of the ECAL cracks.401

For radiating electrons, the GSF track momentum at the outermost state is smaller than the momentum at the402

innermost state. The so-called fbrem. variable, measured with the GSF track, has then a flatter behavior for403

electrons with respect to charged hadrons. Moreover the KF track tends to have a larger χ2
KF and a smaller404

number of reconstructed tracker hits than the GSF one, because the Kalman Filter is not able to follow the change405

of curvature. The resolution σpT
/pT and the χ2 of the GSF track are also included in the list of pure tracking406

observables. They do not show a good discrimination power, but they are used to quantify the reliability of407

the parameters measured by the GSF track. The final list of the observables for the electron identification are408

summarized below:409

• ETOT /pin410

• Ee/pout411

• Eγ(s)/(pin − pout)412

• EarlyBrem413
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• LateBrem414

• Log(σηη) (only for the ECAL cluster linked to the GSF track)415

• ηGSF − ηCluster (only for the ECAL cluster linked to the GSF track)416

• H/(H+E)417

• fbremGSF = (pin − pout)/pin418

• χ2
KF and χ2

GSF419

• # hitsKF420

• σpT
/pT GSF track421

These observables are combined into a single discriminator using a multivariate Boosted Decision Tree (BDT)422

method. The training was done using a combined sample of isolated and non-isolated electrons and pions applying423

a selection which make the background and signal sample flat in ln(pT) and η. The BDT output for isolated424

electrons (Z → e+e−) and non-isolated electrons and pions (b jets p̂T[20 − 120] GeV/c) is shown in Fig. 20 for425

all the GSF tracks with pT > 2 GeV/c. A very good separation between electrons and pions is achieved when the426

electrons are isolated. The pion-electron separations remains good for electrons in jets. The efficiency for non-427

isolated electrons and pions for a sample of b jets with p̂T[20−120] GeV/c is shown in Fig. 20 as a function of the428

BDT output. The results obtained with the developed multivariate method are also compared with the cut-based429

identification algorithm developed for isolated electrons.430
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Figure 20: Output of the Boosted Decision Tree (BDT) (a). Electron vs pion efficiency as a function of the BDT
output (b)

Because of the ability of particle-flow to reconstruct electrons within jets, these electrons are ideal for the use of431

b-jet tagging with soft leptons. Leptons in jets are very useful for b-jet tagging due to the large branching fraction432

of b-quarks to leptons. A framework for performing soft lepton tagging using muons has existed for quite some433

time within CMSSW. Thanks to particle-flow, soft lepton tagging with electrons is now also possible.434

There are currently two simple soft lepton taggers utilizing electrons, which use two distinct variables as discrimi-435

nators:436

• the transverse component of the electron momentum with respect to the jet axis (known as pT,Rel),437

• the signed impact parameter significance of the electron track with respect to the primary vertex (the sign of438

the variable comes from the dot product of the distance vector between the primary vertex and the electron439

point of closest approach and the jet axis vector).440

This section will focus primarily on the pT,Rel tagger, which is the one most likely to be used with early data.441
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Before the output electrons from particle-flow can be used in soft lepton tagging, some cut-based preselection is442

performed to remove fake electrons and electrons from conversions. Including these in the tagging will enrich the443

tagged sample with jets from light partons. The variables used to preselect electrons for tagging are444

• ∆R between GSF Track and ECAL Cluster,445

• Supercluster Energy / Momentum at Vertex,446

• Particle-flow MVA variable447

• ∆R between the first and last tracker hit,448

• The radial distance of the first tracker hit from the beam pipe,449

• The distance along the z-direction between the first tracker hit and the detector center.450

Of the variables listed above, the particle-flow mva variable is the most discriminating against fake electrons,451

while the radial and z distance of the first tracker hit are more discriminating against conversions. The mva cuts452

for preselection are mva > −0.1 for electrons in the barrel region, and mva > −0.24 in the forward. The electron-453

id efficiency (defined as the number of reconstructed electrons surviving the cuts divided by the total number of454

reconstructed electrons) is shown in Fig. 21 as a function of pT and η for real soft electrons (the black dots),455

conversion electrons (the red squares), and fake electrons (the blue triangles) in b-jets.456
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Figure 21: The electron-id efficiency for the tagging electron preselection cuts as a function of pT and η for real
soft electrons (black dots), conversion electrons (red squares), and fake electrons (blue triangles), in b-jets.

The effect of the preselection of soft electrons on the pT,Rel tagger is shown in Fig. 22, with both the c-jet mistag457

rate (shown in (a)) and the udsg-jet mistag rate (shown in (b)). The tagging efficiency is defined as the number458

of tagged b-jets divided by the total number of b-jets. Thus, the maximum expected tagging efficiency is ∼ 19%,459

when one considers the b → e branching ratio plus any cascade decays (i.e. b→ c → e). The mistag rate is defined460

the same as the tagging efficiency, but is applied only to c and light jets. As can be seen in Fig. 22, the overall461

tagging efficiency/mistag rate for all jet flavours decreases with the inclusion of soft electron preselection, and the462

udsg-jet mistag rate slightly improves with the inclusion of the preselection.463

8 Low pT electrons464

Electrons with low pT
e <
∼ 10 GeV/c are better reconstructed and identified using the technique developed for non-465

isolated electrons (Sec. 7) in the context of the particle-flow event reconstruction. Indeed for low pT
e, the φ466

window used for the standard superclusters starts to be too small and some electrons which radiate lead to electron467

and photon clusters more separated than 0.3 rad in the magnetic field [2]. The particle-flow supercluster (Sec. 7)468

does not suffer by this limitation because the φ window for the ECAL cluster recovery varies dynamically with469

the curvature of the GSF track. This region is always delimited by the extrapolated positions towards the ECAL470

surface of the GSF track and the first track tangent used for the Bremsstrahlung recovery. The performances of471

the ECAL clusters recovery with this method has been illustrated in [2] using a sample of electrons with a flat472
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Figure 22: The effect of soft electron preselection on the pT,Rel tagger. The c-jet mistag rate vs. b-jet efficiency is
shown in (a), while the udsg-jet mistag rate vs. b-efficiency is shown in (b).

pT distribution between 2 − 10 GeV/c. Around 96% of the maximum recoverable energy is contained in the473

particle-flow supercluster.474

Thanks to this technique the energy matching between the track momentum and the ECAL still holds also for low475

pT
e electrons. Moreover the multivariate Boosted Decision Tree (BDT) method, described in Sec. 7, has been476

trained applying a selection which makes the background and signal sample flat in ln(pT) and η in order to take477

into account the correlations of the input variables with those quantities. The generated pT spectrum and the BDT478

output for a sample of J/Ψ→ ee andΥ→ ee is shown in Fig. 23. The final identification efficiency for the chosen
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Figure 23: pT spectrum (a) and output of the Boosted Decision Tree (BDT) (b) for a Υ → ee and a J/Ψ → ee
sample. Electrons with pT > 3 GeV/c are MC preselected. For comparison the BDT output for pions in a b jets
sample with 20 < p̂T < 120 GeV/c is also presented.

479

particle-flow working point BDT > −0.1 is compared with the electron seeding efficiency in Fig. 24. The final480

identification electron reconstruction efficiency is 65% (94.0%) and 64% (93.6%) for the Υ→ ee and J/Ψ→ ee481

sample. The values in brackets indicate the efficiencies with respect to the electron seeding. A detailed study for482

the J/Ψ, Υ background rejection goes beyond the scope of this note, however as it is shown in Fig. 20 the pion483

efficiency for the chosen BDT > −0.1 selection is less than 1% for a b jets sample with 20 < p̂T < 120 GeV/c.484

9 Electron Selection at High Energy485

The requirements for a good high energy electron selection are:486

• use simple variables that are well modeled in the Monte Carlo simulation487
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Figure 24: Electron seeding efficiency and Final Identification efficiency for a sample of J/Ψ→ ee (a) andΥ→ ee
(b). Electrons with pT > 3 GeV/c are MC preselected.

• have little energy dependence and any evolution with energy to be well understood488

• be highly efficient489

These requirements differ from the requirements of the electron identification at normal energies, where normal490

energy is defined as the Z pole, where simplicity and energy dependence are not as important. High energy electron491

identification be simple, robust and have a well understood evolution with energy as there is no known source of492

high energy electrons with sufficient purity to measure the electron identification efficiency. This means, unlike493

for the case of normal energy electrons which have the Z pole, the selection efficiencies must be estimated with494

Monte Carlo simulation. Therefore the electron ID approach at high energies must be more conservative than that495

of the normal energy electron ID and the variables chosen must be well modeled in the Monte Carlo simulation496

with a well understood energy dependence. Additionally at high energy electrons are rare and have a smaller jet497

backgrounds so a good high energy electron selection is also highly efficient at the cost of increased fake rate to498

maximise the sensitivity to new physics.499

Currently the benchmark process used for tuning the high energy electron identification is Z’→ee although it is500

used by all exotica analyses using high energy electrons. The high energy electron electron selection is an evolution501

of the HEEP selection first documented in [12]. The latest selection can be found on the following twiki [13] where502

there are also instructions on how to run it.503

9.1 Samples and Method504

To evaluate the electron and jet efficiencies, the samples in table 9.1 were used. For electron samples the efficiency505

is defined as the fraction of reconstructed electrons matched to a true prompt electron passing the selection. For506

jet samples the efficiency is defined as the fraction of reconstructed electrons passing the selection. Jet samples are507

weighted to the same luminosity.508

9.2 Selection509

The selection cuts are detailed in Table 3. All high energy electrons are required to be seeded by the ecal not510

the tracker. This is because the tracker momentum resolution is poor at high energies and while tracker driven511

seeding is more efficient than ecal driven seeding for low ET or non-isolated electrons, it offers no gain for high512

ET isolated electrons and would introduce an additional complication. The differences between normal energy513

and high energy selection variables can be found below. It should be stressed that in cases, these variables work at514

normal energies as well but either will have some special high energy behaviour irrelevant to normal energies or515

are just a simpler more conservative variable. The first difference is that all isolation variables use a cone of 0.3516

rather than 0.4. A study in [12] found little difference in performance between the cone sizes so the smaller cone517

size was chosen to minimise the area of the detector used.518
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Channel Dataset
di-jet /QCD_Pt30/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_Pt80/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_Pt170/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_Pt300/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_Pt470/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
di-jet /QCD_Pt800/Summer09-MC_31X_V3-v1/GEN-SIM-RECO

Z → e+e− /Zee/Summer09-MC_31X_V3-v1/GEN-SIM-RECO
Z → e+e−MZ > 120 GeV/c2 private 3_1_2 production
Z → e+e−MZ > 200 GeV/c2 private 3_1_2 production
Z → e+e−MZ > 500 GeV/c2 private 3_1_2 production
Z → e+e−MZ > 800 GeV/c2 private 3_1_2 production

RS Graviton MG = 500 GeV/c2 private 3_1_2 production
RS Graviton MG = 750 GeV/c2 private 3_1_2 production

RS Graviton MG = 1000 GeV/c2 private 3_1_2 production
RS Graviton MG = 1250 GeV/c2 private 3_1_2 production

Table 2: List of the samples used to evaluate high energy electron selection performance. The official samples have
approximately 2 million events each while the private Z → e+e− and RS Graviton samples have approximately
40K and 20K each.

Variable Barrel Endcap
ET > 25 GeV > 25 GeV
ηSC |ηSC| ≤ 1.442 1.560 ≤ |ηSC| ≤ 2.5

isEcalDriven true true
H/E < 0.05 < 0.05

E2×5/E5×5 < 0.94||E1×5/E5×5 > 0.83 n/a
σiηiη n/a < 0.03
|∆ηin| < 0.005 < 0.007
|∆φin| < 0.09 < 0.09

isol EM + Had Depth 1 < 2 + 0.03 × ET < 2.5 GeV for ET < 50 GeV else
< 2.5 + 0.03 × (ET − 50) GeV

isol Had Depth 2 - < 0.5 GeV
isol Trk pT < 7.5 GeV/c < 15 GeV/c

Table 3: The high energy electron selection cuts

The third difference is that in the high energy electron selection exploits the depth segmentation of the HCAL519

endcap. As a real electron will deposit almost zero energy in the second depth of the HCAL, this gives excellent520

jet discrimination at high energies. It is not as significant for low energies as low energy jets will also deposit little521

energy in the second depth of the HCAL.522

Finally the selection replaces the shower-shape variable σiηiη with cuts E2×5/E5×5 and E1×5/E5×5 in the barrel.523

These are defined as the energy in a energy in a X in η and 5 in φ block of crystals containing the seed crystal. In524

the case of the E2x5, of the two possible blocks, the block with the highest energy is chosen. In the η−φ geometry525

of the barrel these variables are logically identical to σiηiη but is simpler and better performing.526

It is also worth noting that the the tracker momentum resolution is poor at high pT as the track has little curvature.527

This means that the high energy electron selection must avoid tracker based momentum measurements and for this528

reason variables such as fbrem and E/pin are not included in the selection.529

9.3 Evolution of Isolation With Energy530

The calorimeter isolation is ideally defined as the transverse energy in cone centered on the electron’s supercluster531

minus the energy deposited by the electron, known as the electrons footprint. In practice, the electron footprint532

removal does not remove all the energy deposited by the electron and therefore there is a small dependence on533

electrons ET, which is only significant at high energies. Fig. 25 shows the efficiency of the calorimeter depth534

1 isolation cut vs ET. With no scaling, there is a large drop in efficiency at high ET. A scaling term of 2-3% is535

required to stablise the efficiency vs ET. The tracker isolation does not suffer from this problem and is independent536
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Figure 25: The efficiency of the isol EM+Had Depth 1 cut for various scalings with ET for barrel (left) and endcap
(right) electrons.

of electron ET.537

9.4 Performance538

The efficiency of the identification cuts, the isolation cuts and the total selection cuts vs ET are shown in figure 26539

for both electrons and jets, divided into barrel and endcap electrons. As can be seen from the figure the efficiency540

is flat for ET > 75 GeV. The 3% efficiency loss at low energy in the endcap is mainly due to the ∆ηin cut but541

also some contribution from the σiηiη and H/E cuts. The efficiency vs η is shown in figure 27 for low (ET <542

150 GeV) and high (ET > 150 GeV) energy electrons. There is a strong η dependence in the ID cuts due to∆ηin.543

Intermodule gaps in the barrel also cause the H/E cut to have an η dependence. The isolation efficiency gradually544

increases by about 2% with increasing η in the endcap. The effects are reduced at high energy, except for the H/E545

cut which becomes more inefficient by the intermodule gaps in the barrel. The efficiency vs φ is shown in figure 28546

for low (ET < 150 GeV) and high (ET > 150 GeV) energy electrons. There is a 2% variation in efficiency in φ in547

the endcap due to the H/E cuts around the region where the crystal gaps are no longer off-pointing.548
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Figure 26: The efficiency of the high energy electron selection vs ET for electrons (left) and jets (right) w.r.t to
a pre-selected electron passing ET and η cuts. The top plot is for the efficiency of the ID cuts after isolation, the
middle plot is the efficiency of the isolation after ID and the bottom plot is the total efficiency. The variables H/E
and and∆ηin drive the decreased efficiency in the first bin.
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Figure 27: The efficiency of the high energy electron selection vs η for ET < 150 GeV (left) and ET > 150 GeV
(right) w.r.t to a pre-selected electron passing ET and η cuts. The top plot is for the efficiency of the ID cuts after
isolation, the middle plot is the efficiency of the isolation after ID and the bottom plot is the total efficiency. The
∆ηin variable drives η dependence at low energies.
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Figure 28: The efficiency of the high energy electron selection vs φ for ET < 150 GeV (left) and ET > 150 GeV
(right) w.r.t to a pre-selected electron passing ET and η cuts. The top plot is for the efficiency of the ID cuts after
isolation, the middle plot is the efficiency of the isolation after ID and the bottom plot is the total efficiency. The
H/E variable drives φ dependence in the endcap.
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10 Rejection of Electrons from Conversions.549

Due to the non-negligible material budget of the CMS tracking system, large multiple scattering, bremsstrahlung550

and high photon conversion rates are all prevalent. Electrons from photon conversions constitute approximately551

15÷35% 3) of electrons in QCD events, depending on the cuts applied. Electrons from photon conversions are552

therefore a non-negligible background to prompt electrons from hadron collisions and must be rejected efficiently.553

To that end, we have developed three cuts designed to reject such electrons:554

• Impact Parameter: electrons from photon conversions will have, on average, a greater transverse distance555

from the beamspot (impact parameter or d0 ) than electrons from prompt sources. This is due to the fact that556

a photon conversion occurs in material, either in the beam pipe or in the tracker layers. Extrapolating the557

electron candidates track to the nominal beam position in the xy plane results in a large impact parameter558

for electron candidates from photon conversions while a prompt electron coming from the interaction region559

will have a small impact parameter. Requiring a small impact parameter (< 200 µm) rejects a large fraction560

of electrons from photon conversions while having a negligable effect on prompt electrons.561

• Hit Pattern: photon conversions occur later inside the tracker volume and not at the primary vertex. There-562

fore, the first valid hit of a resulting electron track may not necessarily be located in the innermost tracker563

layer. We call a hit valid if it is used in the final out of the track. Extrapolating the track of an electron from564

a photon conversion back to the beam-line, one could cross active detector layers which do not have hits565

compatible with the track (in other words, a missing hit). For prompt electrons, whose trajectories start from566

the beam-line, we do not expect any missing hits in the crossed inner tracker layers. We can therefore use567

this expectation of no missing hits at inner radii to reject electrons from photon conversions. Determining568

whether a track has missing hits is possible via its associatied Hit Pattern object. We find that requiring569

the number of expected layers with a missing hit be ≤1 efficiently rejects a large fraction of electrons from570

photon conversions.571

• Search for the Conversion Partner Track: the tracks of the resulting electrons from a conversion decay are572

parallel to each other at the decay point, and remain so in the rz plane. This is a unique feature that is the573

basis of the algorithm we use. To exploit this geometry, all Combinatorial Track Fitter (CTF) tracks within574

a cone of ∆R < 0.3 around the electron GSF track and with charge opposite that of the GSF track, are575

pre-selected. For each of these tracks, the following two quantities are defined:576

– ∆cot(Θ) = cot(ΘCTF Track) − cot(ΘGSF Track)577

– The Dist is defined as the two-dimensional distance (xy plane) between the two tracks when the CTF578

track in question and the electron GSF track would be parallel when extrapolated. This distance is579

calculated analytically by a simple intersection of he- lices method using the track parameters of the580

two tracks as input. Figure 29 shows the definition of dist, as well as the sign convention used.581

Requiring that the |∆cot(Θ)| < 0.02 and |Dist| < 0.02 cm efficiently rejects a significant portion of the582

remaining electrons from photon conversions.583

The cuts above are described in more detail in analysis note [14].584

11 Conclusions585

The electron identification for CMS has been presented. Simple cut based selections and a complete set of variables586

to distinguish between real electrons and background electrons are described while when the detector will be better587

understood possible improvements using multivariate techniques can be introduced. The performance of electron588

identification was estimated using simulated data by measuring the efficiency for the selection of prompt electrons589

and estimating the fake rate for background events, different levels of tightness are shown. The way of obtaining590

identification variables shapes using data both for the signal and for the background has been established. Methods591

to tune the cuts for electron selection with real data have been investigated. The method of identified electrons592

in jets using a technique developed in the context of the particle-flow event reconstruction has been studied. the593

same technique as been applied to electrons with very low pT. The requirements for a good high energy electron594

selection are described and the selection method is established.595

3) The rate of electron candidates from photon conversions in QCD was studied in CMSSW_1_6_7, where large statistics
QCD samples were available. As many things have changed since CMSSW_1_6_7, the numbers quoted above are meant
only as a rough guide to give the reader a scale of the problem.
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Figure 29: The Dist quantity is the two dimensional distance between points B1 and B2 in the xy plane as seen
above. At these points, the two tracks from the photon conversion are parallel. The Dist is defined to be negative
when the two tracks overlap, and is positive notherwise.
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A Cut values616

In this appendix some are reported an example of cut values for each selection described in the previous chapters.617

Efficiency 95.00% 93.00% 90.00% 87.00% 85.00% 83.00% 80.00% 75.00%
Barrel
Tk Iso. 7.63E+00 7.63E+00 6.07E+00 6.07E+00 4.93E+00 3.42E+00 3.42E+00 2.81E+00
ECAL Iso. 5.48E+00 4.76E+00 4.76E+00 4.76E+00 4.76E+00 4.76E+00 3.87E+00 3.87E+00
HCAL Iso. 5.70E+00 5.70E+00 5.70E+00 5.70E+00 5.70E+00 5.70E+00 5.70E+00 5.70E+00
σiηiη 1.03E-02 1.03E-02 1.03E-02 1.03E-02 1.03E-02 1.03E-02 1.03E-02 9.95E-03
∆φin 8.96E-02 5.97E-02 3.36E-02 2.63E-02 2.63E-02 2.63E-02 2.01E-02 2.01E-02
∆ηin 7.13E-03 7.13E-03 7.13E-03 7.13E-03 7.13E-03 7.13E-03 7.13E-03 7.13E-03
H/E 5.42E-02 5.42E-02 5.42E-02 3.12E-02 3.12E-02 3.12E-02 3.12E-02 3.12E-02
Endcap
Tk Iso. 7.28E+00 6.18E+00 6.18E+00 5.04E+00 4.22E+00 2.87E+00 1.29E+00 1.04E+00
ECAL Iso. 3.23E+00 2.79E+00 2.79E+00 2.40E+00 2.40E+00 2.40E+00 2.40E+00 2.40E+00
HCAL Iso. 2.13E+00 1.68E+00 1.68E+00 1.68E+00 1.19E+00 1.19E+00 1.19E+00 7.85E-01
σiηiη 3.04E-02 2.93E-02 2.93E-02 2.93E-02 2.93E-02 2.93E-02 2.93E-02 2.93E-02
∆φin 7.00E-01 7.00E-01 2.71E-02 2.27E-02 2.27E-02 2.27E-02 2.27E-02 2.27E-02
∆ηin 8.55E-03 8.55E-03 8.55E-03 8.55E-03 6.10E-03 6.10E-03 6.10E-03 4.45E-03
H/E 3.38E-02 3.38E-02 3.38E-02 2.24E-02 2.24E-02 2.24E-02 2.24E-02 2.09E-03

Table 4: Example of cut values optimized by the iterative method. Each column reports a different set corre-
spondind to different level of tightness. This cuts have been set for ET > 30 GeV. In tuning this cuts the∆φin cut
has been restricted to be greater than 0.02. This was done because despite this cut is very efficient, too tight values
can lead to huge efficiency dependence.

Efficiency 97.00% 95.00% 93.00% 90.00% 87.00% 85.00% 80.00%
Barrel
Tk Iso. 8.13E+00 6.34E+00 5.66E+00 4.94E+00 3.83E+00 3.39E+00 2.63E+00
ECAL Iso. (n.a) (n.a) 5.53E+00 4.77E+00 4.77E+00 4.77E+00 4.09E+00
HCAL Iso. 4.65E+00 4.65E+00 4.65E+00 4.65E+00 4.65E+00 4.65E+00 4.65E+00
σiηiη 1.08E-02 1.05E-02 1.02E-02 1.02E-02 1.02E-02 1.02E-02 1.02E-02
∆φin (n.a) (n.a.) 9.48E-02 6.06E-02 4.32E-02 4.32E-02 3.20E-02
∆ηin 6.43E-03 6.43E-03 6.43E-03 6.43E-03 6.43E-03 6.43E-03 6.43E-03
H/E 5.00E-01 6.26E-02 6.26E-02 6.26E-02 6.26E-02 3.41E-02 3.41E-02
Endcap
Tk Iso. 9.82E+00 8.33E+00 6.91E+00 5.91E+00 4.93E+00 4.21E+00 3.46E+00
ECAL Iso. (n.a) 3.43E+00 2.91E+00 2.91E+00 2.91E+00 2.91E+00 2.34E+00
HCAL Iso. 2.83E+00 2.11E+00 2.11E+00 2.11E+00 1.56E+00 1.56E+00 1.56E+00
σiηiη 3.16E-02 3.16E-02 3.05E-02 2.96E-02 2.96E-02 2.96E-02 2.96E-02
∆φin (n.a) (n.a.) (n.a.) 3.91E-02 2.64E-02 2.24E-02 1.65E-02
∆ηin 1.05E-02 8.57E-03 8.57E-03 8.57E-03 8.57E-03 8.57E-03 6.58E-03
H/E 4.34E-02 4.34E-02 3.24E-02 3.24E-02 3.24E-02 3.24E-02 2.12E-02

Table 5: Example of cut values optimized by the iterative method. Each column reports a different set corre-
spondind to different level of tightness. This cuts have been set for ET > 20 GeV.
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Barrel Endcap
Variable bremming low-brem bad-track bremming low-brem bad-track
ET > 30 GeV
∆ηin 9.58E-03 4.06E-03 1.22E-02 1.37E-02 8.37E-03 1.27E-02
∆φin 3.72E-02 1.14E-01 1.18E-01 4.88E-02 1.17E-01 1.19E-01
Eseed/pin 8.78E-01 8.02E-01 8.14E-01 9.42E-01 7.35E-01 7.74E-01
H/E 8.87E-02 9.34E-02 9.49E-02 9.86E-02 4.31E-02 8.78E-02
σiηiη 1.72E-02 1.15E-02 1.43E-02 3.44E-02 2.95E-02 3.04E-02
Tk Iso. 2.43E+01 8.45E+00 1.44E+01 2.78E+01 6.02E+00 1.05E+01
ECAL Iso. 3.34E+01 2.81E+01 7.32E+00 2.74E+01 7.33E+00 2.17E+01
HCAL Iso. 1.35E+01 9.93E+00 7.56E+00 1.48E+01 8.10E+00 1.08E+01
Impact Par. 2.46E-02 7.60E-02 9.66E-02 8.85E-02 4.41E-01 2.05E-01
Missing Hits 5.50E+00 1.50E+00 5.50E+00 2.50E+00 2.50E+00 2.50E+00
20 < ET < 30 GeV
∆ηin 1.10E-02 3.36E-03 9.77E-03 1.50E-02 6.75E-03 1.09E-02
∆φin 6.06E-02 5.48E-02 1.17E-01 7.00E-02 3.55E-02 1.17E-01
Eseed/pin 8.29E-01 9.09E-01 8.29E-01 8.13E-01 8.60E-01 8.97E-01
H/E 9.70E-02 5.09E-02 9.80E-02 9.91E-02 3.21E-02 9.28E-02
σiηiη 1.45E-02 1.08E-02 1.28E-02 3.47E-02 3.07E-02 3.16E-02
Tk Iso. 1.41E+01 1.02E+01 1.45E+01 1.91E+01 6.10E+00 1.41E+01
ECAL Iso. 9.38E+01 1.02E+02 1.21E+01 2.60E+01 8.91E+00 1.00E+01
HCAL Iso. 4.27E+01 2.01E+01 9.11E+00 1.04E+01 6.89E+00 5.59E+00
Impact Par. 2.92E-02 2.93E-02 6.19E-02 2.51E-02 1.59E-01 8.15E-02
Missing Hits 3.50E+00 5.50E+00 5.00E-01 1.50E+00 2.50E+00 5.00E-01
ET < 20 GeV
∆ηin 1.31E-02 3.29E-03 9.61E-03 1.48E-02 6.18E-03 1.32E-02
∆φin 8.82E-02 3.53E-02 1.15E-01 7.98E-02 2.35E-02 4.89E-02
Eseed/pin 8.17E-01 8.03E-01 8.02E-01 8.48E-01 7.96E-01 8.04E-01
H/E 6.92E-02 8.88E-02 9.77E-02 7.55E-02 8.23E-03 8.30E-04
σiηiη 1.76E-02 1.11E-02 1.34E-02 3.50E-02 3.09E-02 3.48E-02
Tk Iso. 8.92E+00 9.48E+00 8.03E+00 8.49E+00 7.26E+00 1.23E+01
ECAL Iso. 1.72E+01 1.88E+01 1.62E+01 1.41E+01 1.13E+01 1.14E+01
HCAL Iso. 8.89E+00 5.42E+01 1.56E+01 4.86E+00 1.05E+01 3.36E+00
Impact Par. 7.29E+00 1.20E-02 5.76E+00 6.89E+00 1.78E+00 5.89E+00
Missing Hits 5.00E-01 1.50E+00 5.00E-01 5.00E-01 5.00E-01 5.00E-01

Table 6: Cut values for the Category based loose selection. For each variable six cuts are set: bremming, low-brem
and bad-track electrons, barrel and endcap separately.
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Barrel Endcap
Variable bremming low-brem bad-track bremming low-brem bad-track
ET > 30 GeV
∆ηin 9.15E-03 3.02E-03 6.10E-03 1.35E-02 5.65E-03 7.93E-03
∆φin 3.69E-02 3.07E-02 1.17E-01 4.75E-02 2.16E-02 1.17E-01
Eseed/pin 8.78E-01 8.59E-01 8.74E-01 9.44E-01 7.37E-01 7.73E-01
H/E 8.71E-02 2.89E-02 7.83E-02 9.46E-02 2.45E-02 3.63E-02
σiηiη 1.31E-02 1.06E-02 1.15E-02 3.06E-02 2.80E-02 2.93E-02
Tk Iso. 6.53E+00 4.60E+00 6.00E+00 8.63E+00 3.11E+00 7.77E+00
ECAL Iso. 2.00E+01 2.72E+01 4.48E+00 1.35E+01 4.56E+00 3.19E+00
HCAL Iso. 1.09E+01 7.01E+00 8.75E+00 3.51E+00 7.75E+00 1.62E+00
Impact Par. 2.39E-02 2.70E-02 7.68E-02 2.31E-02 1.78E-01 9.57E-02
Missing Hits 5.50E+00 1.50E+00 5.00E-01 1.50E+00 2.50E+00 5.00E-01
20 < ET < 30GeV
∆ηin 1.02E-02 2.66E-03 1.06E-02 9.03E-03 7.66E-03 7.23E-03
∆φin 3.72E-02 2.46E-02 4.26E-02 6.12E-02 1.42E-02 3.90E-02
Eseed/pin 8.60E-01 9.67E-01 9.17E-01 8.12E-01 9.15E-01 1.01E+00
H/E 6.71E-02 4.80E-02 6.14E-02 9.24E-02 1.58E-02 4.90E-02
σiηiη 1.31E-02 1.06E-02 1.15E-02 3.17E-02 2.90E-02 2.89E-02
Tk Iso. 5.42E+00 4.81E+00 4.06E+00 6.47E+00 2.80E+00 3.45E+00
ECAL Iso. 1.22E+01 1.31E+01 7.42E+00 7.67E+00 4.12E+00 4.85E+00
HCAL Iso. 1.16E+01 9.90E+00 4.97E+00 5.33E+00 3.18E+00 2.32E+00
Impact Par. 1.02E-02 1.68E-02 4.30E-02 1.66E-02 5.94E-02 3.08E-02
Missing Hits 3.50E+00 5.50E+00 5.00E-01 5.00E-01 5.00E-01 5.00E-01
ET > 20 GeV
∆ηin 1.04E-02 2.22E-03 1.30E-02 1.48E-02 4.65E-03 1.48E-02
∆φin 7.57E-02 1.53E-02 3.38E-02 2.02E-02 1.51E-02 2.07E-02
Eseed/pin 8.35E-01 9.50E-01 8.34E-01 8.43E-01 7.49E-01 1.20E+00
H/E 1.00E-02 5.26E-02 2.80E-02 1.73E-02 1.79E-05 1.80E-06
σiηiη 1.35E-02 1.06E-02 1.10E-02 3.48E-02 2.90E-02 3.47E-02
Tk Iso. 4.41E+00 6.00E+00 5.58E+00 4.35E+00 3.95E+00 1.47E-01
ECAL Iso. 1.09E+01 1.39E+01 9.47E+00 1.03E+01 1.17E+01 1.03E+01
HCAL Iso. 1.99E-01 5.73E+00 3.55E+00 1.06E-02 3.73E+00 7.31E-03
Impact Par. 2.27E+00 6.78E-03 4.99E+00 5.41E+00 3.25E-01 5.84E+00
Missing Hits 5.00E-01 5.00E-01 5.00E-01 5.00E-01 5.00E-01 5.00E-01

Table 7: Cut values for the Category based tight selection. For each variable six cuts are set: bremming, low-brem
and bad-track electrons, barrel and endcap separately.
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B Category Based Identification based on the energy momentum classes618

At the reconstruction level, the optimal determination of the electron momentum is based on a classification of619

electrons according to both tracker and ECAL estimate of the amount of the bremsstrahlung emission. Such620

classification was also proposed to used as basis of the electron identification, it separates background like shower621

patterns from well behaved cluster-track patterns [5].622

The electron classification, initially proposed in [1], has been recently revisited [2]. Here we give only a brief623

description of the properties of four, mutually exclusive, electron classes:624

1. golden electrons: this class represents the most precisely measured electrons, which are least affected by625

bremsstrahlung and have a good track-supercluster match. The pattern in the ECAL is characterized by a626

single seed cluster.627

2. big brem electrons: this class contains the non-golden electrons characterized by a single seed cluster in628

ECAL, but with a large fraction of the initial energy radiated very early or very late in the tracker, resulting629

in the well behaved energy measurement in the ECAL.630

3. showering electrons: this class contains the electrons which are badly measured, due to bremsstrahlung loses631

resulting in a supercluster made of multi sub-clusters or badly match the track momentum.632

4. crack electrons: this class contains the electrons with those impacting either in the transition region between633

the barrel and the endcaps or in the ECAL inter-module borders or the innermost ring of an ECAL endcap.634

A set of cuts on the following five variables have been studied: H/E, σiηiη , ∆ηin, q × ∆φin and Eseed/pout.635

Thresholds are different for the different classes. Fig 30 represents graphically the variables used in this algorithms636

divided in the classes described above. Distributions are normalized to unity to enhance the shape differences.637
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Figure 30: Distribution of electron identification observables in the η range of the ECAL barrel. (a) ∆ηin, (b)
q × ∆φin, (c) H/E, (d) σiηiη , (e) Eseed/pout. The distributions are shown for different classes of electrons and
for all the classes summed up (dashed). Similar distributions with larger spread are obtained for electrons in the
endcaps.
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